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Abstract— A rateless transmission architecture is developed for Il. SYSTEM AND CHANNEL MODEL

communication over Gaussian intersymbol interference chanels,
based on the concept of super-Nyquist (SNQ) signaling. In sh We consider a linear dispersive Gaussian channel for which

systems, the signaling rate is chosen significantly highehan e complex baseband channel output takes the form
the Nyquist rate of the system. We show that such signaling,

when used in conjunction with good “off-the-shelf” base cods,

simple linear redundancy, and minimum mean-square error y(t) = h(t) = x(t) + (1),

decision feedback equalization, results in capacity-apmaching,

low-complexity rateless codes for the time-varying intergmbol-  where z(t) is additive white Gaussian noise (AWGN) with

interference channel. Constructions for both single-inpti/ single-  pne-sided power spectral density,, and wherez(t) is the
output (SISO) and multi-input / multi-output (MIMO) ISI input, which is subject to a power constraﬂE{|x(t)|2} <
channels are developed. ’ - . . V=
P and bandwidth constraint’. The associated white-input
capacity of the channel is

w/2 2
O[b/s] :/ log (1 + PIH()I > df. (1)

In traditional digital communication, achieving high -W/2 NoW
throughput when the channel state allows is accomplished ) ) )
by selecting high-order signal constellations. However, a Ve consider pulse-amplitude modulation, whereby
alternative approach, originally proposed several dezade
[1], exploits super-Nyquist (SNQ) (equivalently, fastban- x(t) = ZS["] 9(t —nT), @
Nyquist) signaling. In SNQ signaling, the symbols are taken "
from a fixed constellation, typically BPSK or QPSK, indeynereT is the symbol duration ari@l, = 1/ is the Nyquist
pendent of the transmission rate. Higher rates are achievgghsiing time. The associated “over-signaling” ratio issth
by increasing the signaling rate—i.e., the rate at which the_ T,/T. After matched filtering and sampling at the symbol

symbols are modulated onto the bandlimited pulse shapgzge the equivalent discrete-time channel is
beyond the Nyquist rate. Thus, in SNQ systems, the signaling

rate is decoupled from the transmission bandwidth, and can
greatly exceed the transmission bandwidth.

Because SNQ modulation introduces ISI, it necessitates thherek[n] = k(nT), wherek(t) = h*(—t) * h(t) * g(—1)* *
use of equalization, which traditionally made it unappeali ¢(¢), and where
for early applications; see, e.g., [2]. In this paper, hosvewe
establish that SNQ signaling has some particularly vakiabl S..(e27) = &K(ejaﬁf)
properties for communication over Gaussian intersymbel in 2
terference (ISI) channels where the transmit_ter knowshaeit _ No Z \H(f/T +i/T)|G(f/T +i/T).
the channel impulse response nor the maximal rate that my 2T .
be supported by the channel. In particular, we establish the
somewhat surprising result that the use of SNQ signaliddie pulse shape is required to be limited to system bandwidth
allows for highly efficient joint design of the physical andd W, i.e., g(t) satisfiesG(f) = 0 for |f| > W/2. To simplify
layers. Indeed, from such signaling we develop a rich family our development, we largely restrict our attention to theeca
low-complexity, capacity-approaching rateless codesdéatar
ISI channels, which have natural extensions to vector ones. ¢(t) = sinc(t/Tp), with sinc(u) 2 sin(ru)/(ru).  (4)

I. INTRODUCTION

yln] = kln] * s[n] + z[n], ®)

Taking the symbolss[n] to be independent identically-
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z(t) with power P. It follows that the capacity of the discrete- We proceed to describe the proposed linear rateless SNQ
time channel (3) is construction. All the signals,,[»] are obtained from a single
coded streams[n] according to
C'[b/SNQ symbol]
1/2 (P/L) - K (e3271) sm[n] = vp[n] sn], (9)
= / 1og <1 —+ ) df e .
—1/2 No where v,,,[n] are sequences to be specified. The transmitted
1/2T P |H /T2 /T2 signal corresponding to packet is thus
1 [ (1+ S, [H(f+i/DPIG( +i/T)| )df etis thus
—1/2T ToNo T () = Z sli) vm i) g(t — iT).
12T PIH(f)IPIG()P "
- T/1/2T log (1 T ToNo ) df, ®) Provided we choose the sequeneggn] so that the trans-
] _ mitted signalsz,,(t) are statistically independent and the
where the last equality follows from the fact thatt) is ¢ 1] are white circularly-symmetric complex Gaussian pro-

bandlimited. cesses, the mutual information corresponding to each packe

Note that for sinc modulation (4);(¢) has a flat power remainsc,, and furthermore the aggregate mutual informa-
spectrum over the bandwidilY, and the modulation achievestion from the receipt of multiple packets is the sum of the

the white-input capacity (1) for any, i.e., (5) specializes t0 j,gividual ones.

1 w/2 PIH(f)[2 A simple means to achieve this is by taking,[n] =

Clb/SNQ symbol] = —/ 1 (1 + 7) df e—32mmn/L - Accordingly, we define
T 1 Tm[n] & 2y (nT) = s[i] e =92/ L gl — 4], (10)
1. LINEAR SNQ RATELESSCODING where g[n] = g(nT) = sinc(n/L), with g(t) as in (4).

Consider now packetized transmission where the packet S#%%mg (10,),’.th.56€ that the transmit signals “shifted-back i

is large but otherwise plays no role in the analysis. We d&rsi requency”in this case are

a simplified model where the channel response experienced Fpln] & ed2mmn/L Tp[n] = E s[i] gm[n — 1],

throughout transmission of theith packet,m = 1,..., M,

is linear time-invariant (LTI) but the impulse response,iehh o L
whereg,,[n] = 27/ L g[n).

we denote byh,,(t), may vary from packet to packet. The . :

) . o Clearly, requiring that the signal§z,,(¢t)} be mutually

channel input-output relation for the transmission of thth . . . A :

independent is equivalent to requiring that the associated

packet is therefore discrete-time signal&z,,[n]} be. Furthermore, the latter holds
Ym[n] = sm[n] * km[n] + zm[n], (7) if and only if {Z,,[n]} are mutually independent. Therefore,
it suffices to verify the last condition. Since the signajs[n]

where ky[n] = ki (nT) and ki (t) = h,(=t) * ha(t) *  are jointly Gaussian and stationary, they are independent |
g*(—t)xg(t). Assuming discrete-time white-input transmissio, cross-spectra

for all packets, it follows from (6), that the mutual infortien

i

(in b/SNQ symbol) corresponding to each packet is Sty (e7277)
1/2 PK,,(e2™7) = Sss(ejsz) G, (ejQﬂ'f) G, (ej271'f)
Cm[b/SNQ symbol] = / log <1 + mi) df ) o , 1
Y —-1/2 NOL _ ﬁsss(eJQTrj)G (% mod T)
L (1 PHERDP df f+ma/L 1
LW e : NoW ’ - G* (# mod T>

where the second equality holds for ideal sinc mOdUIatIO\r/]anish. Since(f/T) occupies no more thary L of the SNQ

zﬂ(t)l:]arlei(r:]?cl)\?rggt?osrlé?scth{uls" -+, M} of packets, the aggregatefrequency band, it follows that there is no overlap betwéen t
frequency responsé&s ((f + m/L)/T mod 1/T) for different
c(8) = Z C. (8) values ofm, and hences,,, .., (e/*"/) indeed vanishes for

me§ my 75 ma.

Our aim is to design a low complexity coding and modua. Receiver Architecture
lation scheme that (simultaneously) approactés) for all

iet38lcd{1, ) .f.t’hM} W'th_ct).u t rqulrltr;]g thfe transmitter tc;]havethe associated information-theoretic limits. In partauispe-
nowledge of the capacities,,. Rather, for any given Osencializing (7) to the case (9) with our choice,,[n] =

target rateR?, and no knowledge of the channel, transmission_ ;o - wps " .
should be successful whenevél(8) > R holds for the ¢ , the equ-lvalent sh|~fted back” channel model is
received set of packe Gm[n] 2 ym[n] 2™ E = k. [n] * s[n] + Zm[n],  (11)

A low-complexity receiver architecture suffices to apptoac



wherek,,[n] = ky[n] e2™™"/L Since these channels do noHowever, this doesn't guarantee capacity can be achieved. |
overlap in frequency, they may be added without loss, regult particular, we associate with each of thg “phases” a signal-
in the effective scalar I1SI channel to-interference-plus-noise ratio (SINR) value corresjing to
jin] = Z yom[n] €727/ L the ass_ociated DFE slicer input. Equivale_ntly, we may asso-
Jm ciate with each such phase a corresponding capacity. Hence,
mes while the sum of the per-phase capacities equals the white-
— s[n] * Z ];m[n] i Z Zmln]. |nput. capacity of the MIMO channel, the_per-phase cgpz_mtlc_e
are in general not equal. Moreover, since the variation is
) . unknown to the transmitter, in a Guess-Varanasi transamissi
For such ISI channels, the unbiased MMSE dec's'on'feedbaé}léhitecture a fixed code rate is used, and thus the acliéevab
ESQUﬂIZTr (DF_E) IIS an mformatrl]on-loss_less receiver w?g rate is determined by the minimum of the per-phase capacitie
[3], [4]. In particular, to approach capacity, one can use It is worth emphasizing that this SINR variation across

Vanarasi interleaving [3] and a single (fixed-rate) baseeco hases is analogous to the SINR variation across streams in a

designed for an .AWGN channel. In essence, every Symt.)o.l\/L:Q'BLAST system, in which independently coded streams are

(rjepl_aced by a d|ﬁ§rent godeV\;]ord ?nd thusbthle DFE dec's'ggnt over the antennas [5]. For this reason, V-BLAST serses a
evice acts on codewords rather than symbols. a useful benchmark with which to compare the performance
IV. MIMO-SNQ: EXTENDING SNQTO MIMO sysTems  of SNQ modulation.

A straightforward extension of the preceding architecture
to a multi-input multi-output (MIMO) system, which we term’™ Parallel channels
MIMO-SNQ, is as follows. The particular channel model of In some cases, MIMO-SNQ is strictly capacity achieving.
interest is For example, consider the special case /éf parallel ISI
channels. This model is essentially equivalent to using SNQ
Ym(£) = Hon (8) % X (t) + 2 (£), modulation for transmission over a block-varying ISI chelnn
where there areV, transmit andN, receive elements. In as considered in Section Ill, with th&/ parallel channels
turn, with input of the formx,,(t) = >_, x.[n]g(t — nT), replacing theL consecutive blocks of the SISO ISI channel.
the associated discrete-time channel, after applying aixmatAs we have shown that SNQ modulation is an optimal scheme
matched filter, is in such a scenario, it follows that MIMO-SNQ is optimal for
the case of parallel channels.

meS§

ym[n] = K [n] * xm[n] + 2m[n],
whereK,,[n] = K,,,(nT) with K,,,(t) = Hi (—t)*H,,(t)« B. Channels Wthout Temporal 1S

g (—=t) * g(t). As another class of channels of interest, consider the ajpeci

We employ a single stream transmission architecture bagede in which there is no temporal ISI and only inter-channel
on the application of time-varying DFT beamforming to asierference (ICl) is present, ik, (t) = H,,.

scalar signak[n]. Specifically, we assume that the transmitted \yhije for diagonalH,,, MIMO-SNQ is capacity achieving

T
m

signal corresponding to packefLﬂiTsr,ml;o/ereq asxm[n] = here exist othetH,, for which MIMO-SNQ achieves zero
s[n] vin[n], wherev,,[n] = vin]e with rate. For example, iH,,, is the (rank-one) matrix of all 1’s,
vin] = [1 e—i2mn/Ne . 6—j27'r(Nt—1)n/Nt)}T. there will exist an SNQ Nyquist substream that experiences a

zero-capacity channel since a vector of all 1's is orthogjtma
The effective received signal for packetis, after frequency v[n] for n # LNy, all I. Hence, MIMO-SNQ achieves zero rate,
shifting [cf. (11)], while V-BLAST achieves a strictly positive rate. Howeveny f
- B ormn/L - ~ all but such pathologicdf,,,, MIMO-SNQ supports a rate that
Ymln] = yu[n] 270 /E = Xl: K[l vin=I] sin=l]+2m[n], grows with SNR. By contrast, it is well know that for all rank-
(12) one channel matrices V-BLAST performance is interference-
where K,,[n] = K,,[n]e/>™™"/L Note that the effective limited, i.e., is bounded with increasing SNR.
channel (12) is a periodically varying MIMO-ISI channel it ~ More generally, when the channel matki,, is drawn from
period ;. We refer to each of thé/; induced substreams asa random ensemble, its performance is on average never worse
“phases.” As in the SISO case, we may employ a DFE at tHgat V-BLAST, and has significant advantages, particularly
receiver, but due to the time-varying nature of the effectiwvhen keeping in mind that in V-BLAST an ordering is forced
channel, for each phase a different sef\pffeedforward filters in the detection process, while MIMO-SNQ requires no such
is applied to the channel output vector sequence. Thus, thelering since the scheme is inherently more symmetric.
equalizer is also periodic with perial;. We consider the average throughput for an ensemble of
Note the covariance matrix of the transmitted vector fdd,, with i.i.d. circularly symmetric complex Gaussian entries
our SNQ modulation is white. We conclude that for thiThe resulting average throughput of MIMO-SNQ is depicted
modulation, the transmitted signal is white over all degrek in Fig. 1, along with that for both fixed- and optimized-
freedom as long as the oversignaling rate satisfies Ny M. decoding-order V-BLAST As the plot reflects, the performanc
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Fig. 1. Average MIMO-SNQ performance over rand@nx 2 MIMO chan- Fig. 2. Average MIMO-SNQ performance over rand@mx 2 MIMO chan-
nels without temporal ISI. The successively higher solidves correspond nel with spatio-temporal uncorrelated Gaussian scagerihe successively
to V-BLAST with fixed-order decoding, MIMO-SNQ, and V-BLASWith  higher solid curves correspond to 1, 5, and 10 taps of ISpes/ely, and

optimum-order decoding, and the dashed curve indicateacitgp the associated dashed curves indicate the correspondizgites.
TABLE |
of MIMO-SNQ modulation lies in between the two and MIMO-SNQ SPECTRAL EFFICIENCY(B/S/HZ) ON A SAMPLE2 X 2
approaches the latter at high SNR UNDERWATER ACOUSTIC CHANNEL OF LENGTHLO0TAPS
We can also relate MIMO-SNQ performance to that of D- SNR (dB)
BLAST [6]. In particular, as is well known, D-BLAST can 0 2 4 6 8 10 12 14

achieve capacity, but to do so requires a base code design paC“y‘ 095 131 1.v6 230 294 368 451 541
for time-varying channels. In that sense, MIMO-SNQ can&%NQ 086 120 163 216 280 353 437 529

also achieve capacity provided practical such base codsts ex

However, when we require that a communication architecture

has the property that the base code sees an AWGN chanfie of L = 2. In this case, the equivalent discrete-time
Fig. 1 reflects that MIMO-SNQ can perform as well as VKNyquist-rate) baseband channel impulse responses are 100
BLAST with an optimized decoding order. In constrast, whet@ps long. As the table reflects, MIMO-SNQ is effectively
the same constraint is imposed on D-BLAST, the result is ¢apacity achieving for this channel, with a gap to capacity
BLAST with a fixed decoding order. of less than 0.5 dB.
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Performance was numerically evaluated for an oversiggalin

1The authors thank Qing He for providing this sample channel.



