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I. INTRODUCTION

Recent developments in nonlinear dynamics and chaos theory suggest that it may be possible to develop new and powerful alternative strategies for signal modeling in a variety of applications. In turn, the development of new classes of signal models may naturally lead to new kinds of algorithms for processing such signals that explicitly take into account their special structure. In this paper, we introduce and develop properties of a class of nonlinear signal models that appear to be particularly well suited to engineering applications.

The notion of using chaotic signals as models for signal processing applications has received increasing interest over the last few years [1]. There has been, for example, work on estimating the parameters of a nonlinear signal model from data and on extracting chaotic signals from noise and other forms of distortion; see, e.g., [2]-[7]. In addition, chaotic models have been proposed for a variety of practical engineering systems including sigma-delta modulators in analog-to-digital converters [8], as models for switching power converters [9] and other switched flow systems [10], and for signal generators [11]. In this paper, we focus on characterizing, analyzing, and estimating the properties of signals rather than the time series themselves or their parameters, although these issues are obviously complementary.

In our development, we restrict our attention to the case of discrete-time signals and consider scalar-valued signals $y[n]$ with the state space description

$$x[n] = F(x[n-1])$$
$$y[n] = g(x[n])$$

where

$x[0]$ initial condition,

$F(\cdot)$ nonlinear transformation that maps vectors to vectors in $M$-dimensional state space,

$g(\cdot)$ nonlinear transformation that maps $M$-dimensional state vectors into scalar observations.

To serve the broadest possible range of signal processing applications, it is tempting to avoid further constraining the structure of the signal model (1). However, as we will show, without further restriction on the properties of $F(\cdot)$ and $g(\cdot)$, the class of signals that can be described by (1) is so large as to be unwieldy for application—regardless of the dimension of the state space. As a result, in practice it is necessary to add additional constraints on the dynamics. The signals that we examine in this paper are generated by nonlinear systems that satisfy a particular class of smoothness constraints that makes them especially amenable to analysis. We demonstrate that even with such constraints and restricting our attention to a one-dimensional (1-D) state space, a rich class of signals results.

The main focus of the paper is on developing important properties of the resulting signals and efficient techniques for analyzing them. We intentionally choose an approach that deemphasizes the traditional distinctions between deterministic and stochastic signal models. In fact, the nonlinear dynamical system framework we adopt and the associated ergodic theory lends itself naturally to viewing signals from both perspectives simultaneously and makes distinctions artificial.

This paper examines the time-average statistics of signals generated by a specific class of 1-D nonlinear systems. For this class of maps, the statistics are essentially independent of the initial condition $x[0]$ that generated the time series. Moreover, if $x[0]$ is a random variable whose probability density function is appropriately chosen, the resulting random process is ergodic, i.e., its ensemble-average statistics are equal to the time-average statistics of the individual sample paths. This equivalence leads to the signal analysis tools that are the focus of this paper.
The outline of the paper is as follows. Section II explores some fundamental issues that arise in the use of nonlinear dynamics for signal modeling and makes some preliminary observations about the limitations and potential of such models. Section III establishes some basic terminology and notation and develops the basic framework by which we will obtain the statistics of signals from 1-D nonlinear maps. Section IV introduces a class of 1-D chaotic systems called Markov maps that generate signals with properties that can be characterized in an efficient vector-matrix framework. This framework leads to efficient algorithms for computing, e.g., the amplitude distributions, power spectra, and higher order statistics of such signals. In Section V, we then demonstrate that chaotic signals from Markov maps can be synthesized to approximate the behavior of any of a much broader set of chaotic signals to arbitrary accuracy. Using this important property, we then develop efficient algorithms for estimating the statistics of this larger class of chaotic signals. Finally, Section VI contains some concluding remarks, identifying open questions and directions for further research.

II. MODELING WITH CHAOS

In this section, we discuss some basic issues involved in using chaotic systems for signal modeling and, in the process, illustrate some of the potential and limitations of this approach.

We begin by observing that in the absence of further constraints, the class of signals that can be described by (1) is exceedingly large. Since this point is often not articulated in the literature, we demonstrate that, for example, it is possible to choose \( \mathbf{P}(\cdot), \mathbf{g}(\cdot) \), and \( x[0] \) to generate any desired time series. An immediate implication of this statement is that simply specifying that a signal was generated deterministically does not significantly limit the possible range of time series behavior. A corollary of this statement is that it is similarly possible to choose \( \mathbf{P}(\cdot), \mathbf{g}(\cdot) \), and a probability density for \( x[0] \) to generate any stationary stochastic process.

A construction for the case of bounded signals is as follows. First, observe that if the dimension of the state space is infinite, then it is essentially trivial to establish that there is a system \( \mathbf{F}(\cdot) \) and observation function \( \mathbf{g}(\cdot) \) that can produce any finite, causal time series. It suffices to consider the state space \( \mathcal{X} \) to be the space of right-sided sequences. We use \( x \) as the (infinite-dimensional) vector notation for such a sequence and denote its \( i \)th component by \( [x]_i \). In other words, each element \( x \in \mathcal{X} \) is of the form

\[
x = [x[0] \quad [x]_1 \quad [x]_2 \quad \cdots]^{T}.
\]

Now, suppose that \( \mathbf{F}(\cdot) \) is the left-shift operator, which maps the state space to itself, and that \( \mathbf{g}(\cdot) \) observes the zeroth component of a state vector, i.e.,

\[
\mathbf{F}(x)_i = [x]_{i+1}, \quad i = 0, 1, 2, \cdots
\]

\[
\mathbf{g}(x) = [x]_0.
\]

Then clearly, this system can generate any bounded time series by a proper choice of initial condition. In essence, by choosing the initial condition, the entire time series is chosen.

By augmenting the previous construction, stochastic processes can, likewise, be generated. In this case, the components \([x]_i\) are viewed as random variables over an appropriate probability space. Stationary processes consist of those sequences of random variables with the shift invariance property

\[
\Pr\{[x]_{i_1} \in B_1, [x]_{i_2} \in B_2, \ldots, [x]_{i_r} \in B_r\} = \Pr\{[x]_{i_1+k} \in B_1, [x]_{i_2+k} \in B_2, \ldots, [x]_{i_r+k} \in B_r\}
\]

for all positive integers \( r \) and \( k \) and all collections of valid events \( B_1, B_2, \ldots, B_r \). Moreover, by a standard result of ergodic theory, every stationary process can be generated in this manner [12]. Hence, a shift can also generate any stationary random process.

It is important to note, however, that the complexity of time series behavior that can be obtained is not a function of the dimension of the state space. Indeed, the same conclusion is reached even in 1-D state spaces. To see this, it suffices to construct in 1-D state space a system equivalent to the left-shift operator of our infinite-dimensional example. This follows immediately from a classical result of real analysis—that the set of right-sided sequences of real numbers has the same cardinality as the unit interval \([0, 1]\) (see, e.g., [13]). As a result, the points of the unit interval can be put into one-to-one correspondence with the points of the space \( \mathcal{X} \). Let \( \phi: [0, 1] \rightarrow \mathcal{X} \) denote this correspondence. Since \( \phi \) is one-to-one and, hence, invertible, each state sequence generated by \( \mathbf{F}(\cdot) \) corresponds to a scalar sequence \( x[n] \) in \([0, 1]\). The scalar sequence \( x[n] \) is, therefore, determined by the dynamics

\[
x[n] = \phi^{-1}(\mathbf{F}(\phi(x[n-1]))) \triangleq f(x[n-1])
\]

where \( f(\cdot) \) is a scalar function mapping \([0, 1]\) to itself. The corresponding output time series is generated by the observation equation

\[
y[n] = g(\phi(x)) \triangleq h(x).
\]

Thus, the 1-D map \( f(\cdot) \) along with the observation function \( h(\cdot) \) generate the same collection of time series as the infinite-dimensional map \( \mathbf{F}(\cdot) \) and observation function \( \mathbf{g}(\cdot) \). A similar construction could establish this type of equivalence between any two systems operating on subsets of finite-dimensional spaces.

The preceding results show that while nonlinear state space models can generate virtually any bounded time series, such models are often impractical. Indeed, the correspondence function \( \phi(\cdot) \) is highly irregular, precluding its implementation with finite-precision arithmetic. However, many practical systems naturally satisfy some type of smoothness conditions. Despite the constraints implied by these smoothness conditions, a remarkably broad class of time series can be obtained and analyzed with such constrained models, even in 1-D state space.

III. ONE-DIMENSIONAL MAPS AND INVARIANT DENSITIES

For the duration of the paper, we specifically restrict our attention to discrete-time signals \( x[n] \) generated by chaotic systems with a single state variable by applying the recursion

\[
x[n] = f(x[n-1])
\]

(2)
to some initial condition \(x[0]\), where the \(f(\cdot)\) is a nonlinear transformation that maps scalars to scalars. Such models have been proposed not only for a variety of physical phenomena but also for engineering systems ranging from nonlinear oscillators [14] to power converters [9]. More generally, a time-series \(x[n]\) can be modeled by a 1-D map whenever a scatter plot of \(x[n]\) versus \(x[n-1]\) resembles the graph of an appropriate function \(f(\cdot)\). Such a time series can be viewed as being effectively generated by the recursion (2). Because the focus of this paper is on the analysis of signals generated by nonlinear maps, the problem of choosing an appropriate model \(f(\cdot)\) will not be addressed. However, when a model exists, many applications could benefit from a detailed knowledge of the time-average properties—such as power spectra and higher order cumulants—of such a time series. While these statistics can be estimated via empirical time averaging, this approach is often computationally expensive and fails to reveal a number of special properties associated with the statistics of this class of signals.

In this section, we develop a framework for determining the time-average statistics of signals generated by 1-D maps. In particular, we will show how the time-average properties of such deterministic signals can be equated with the ensemble-average properties of the class of stationary stochastic processes generated according to the dynamics (2) with an initial condition \(x[0]\) chosen from an appropriate probability distribution.

We begin by considering the properties of stochastic processes obtained from 1-D nonlinear dynamics. Let \(p_0(\cdot)\) denote the probability density function of the initial condition \(x[0]\), and more generally, let \(p_n(\cdot)\) denote the corresponding density of the \(n\)th iterate \(x[n]\). Provided that the map \(f(\cdot)\) is reasonably well behaved,\(^1\) a linear operator \(P_f\{\cdot\}\) may be defined such that

\[
p_n(\cdot) = P_f\{p_{n-1}(\cdot)\}.
\]

This operator, which is referred to as the Frobenius–Perron (FP) operator [15], describes the time evolution of the density for the particular map.

Although, in general, the densities at distinct times \(n\) will differ, there can exist certain choices of \(p_0(\cdot)\) such that the density of subsequent iterates does not change, i.e.,

\[
p_0(\cdot) = p_1(\cdot) = \cdots = p_n(\cdot) \overset{\Delta}{=} p(\cdot).
\]

Such a density \(p(\cdot)\), which is referred to as an invariant density of the map \(f(\cdot)\), is a fixed point of the FP operator, i.e.,

\[
p(\cdot) = P_f\{p(\cdot)\}.
\]

For a given map \(f(\cdot)\), more than one density may satisfy (3).

The invariant density plays an important role in the computation of time-averaged statistics of time series from nonlinear dynamics. When \(p_0(\cdot)\) is chosen to be an invariant density, it is straightforward to verify that the resulting stochastic process is stationary and—subject to certain constraints on

\[
f(\cdot)—\text{ergodic}. \text{ In this case, } f(\cdot) \text{ has a unique invariant density, and Birkhoff's ergodic theorem [16] can be conveniently used to establish that time averages are equivalent to ensemble averages for almost all sample waveforms. For reasons that will be discussed in Section V, we restrict our attention to this case.}

The statistics of interest in this paper are correlations of the form

\[
R_f;h_0,h_1,\ldots,h_r\{k_1,\ldots,k_r\} = \lim_{L \to \infty} \frac{1}{L} \sum_{n=0}^{L-1} h_0(x[n])h_1(x[n+k_1]) \cdots h_r(x[n+k_r])
\]

where \(x[n]\) is a time series generated by (2), the \(h_i(\cdot)\) are suitably well-behaved but otherwise arbitrary functions, and the \(k_i\) are nonnegative integers. This class of statistics is sufficiently broad to include as special cases the autocorrelation and all higher order moments of the time series, which are of interest in many applications.

To facilitate its computation, the correlation statistic (4) can be expressed as an ensemble average directly in terms of the invariant density and FP operator associated with the map. To see this, we begin by adopting the notation \(f^n(\cdot)\) and \(P_f^n\{\cdot\}\) for the respective \(n\)-fold compositions of \(f(\cdot)\) and \(P_f\{\cdot\}\) with themselves. Then, we rewrite (4) as

\[
R_f;h_0,h_1,\ldots,h_r\{k_1,\ldots,k_r\} = \lim_{L \to \infty} \frac{1}{L} \sum_{n=0}^{L-1} \prod_{i=0}^{r} h_i(f^{k_i}(x[n]))
\]

\[
= \int p(x) \prod_{i=0}^{r} h_i(f^{k_i}(x)) \, dx
\]

\[
= h_r(x)P_f^{k_r-1}\{h_{r-1}(x)\cdots P_f^{k_2-k_1}\{h_1(x)P_f^{k_1}\{h_0(x)p(x)\}\}\cdots\} \, dx
\]

where the equalities follow from applying, in turn, (2), Birkhoff's ergodic theorem, and repeated application of the identity [15]

\[
\int \alpha(x)P_f\{\beta(x)\} \, dx = \int \alpha(f(x))\beta(x) \, dx
\]

valid for bounded \(\alpha(\cdot)\) and integrable \(\beta(\cdot).

\(^2\) This expression for the correlation statistic will prove especially useful in computing the statistics of time series from the particular class of maps referred to as Markov maps, as we explore next.

\(^1\) In particular, \(f(\cdot)\) must be nonsingular. For the piecewise smooth maps that will be the focus of this paper, nonsingularity translates into the requirement that the derivative be nonzero almost everywhere.
IV. Chaotic Signals from Markov Maps

A rich class of 1-D chaotic systems that are particularly amenable to analysis are the eventually expanding, piecewise-linear, Markov maps. An adequate definition for our purposes follows.\(^3\)

**Definition 1**: A map \( f : [0, 1] \rightarrow [0, 1] \) is an eventually expanding, piecewise-linear, Markov map when we have the following:

1) The map is piecewise-linear, i.e., there is a set of partition points \( a_0, a_1, \ldots, a_N \) satisfying \( 0 = a_0 < a_1 < \cdots < a_N = 1 \) and such that restricted to each of the intervals \( V_i = (a_{i-1}, a_i) \), the map \( f \) is affine.

2) The map has the Markov property that partition points map to partition points: For each \( i \), \( f(a_i) = a_j \) for some \( j \).

3) The map has the eventually expanding property, i.e., there is an integer \( k > 0 \) such that

\[
\inf_{x \in [0, 1]} \left| \frac{d}{dx} f^k(x) \right| > 1.
\]

Despite what might appear to be a rather restrictive definition, we will see in Section V that such piecewise-linear, eventually expanding Markov maps can approximate to arbitrary accuracy any member of a much larger class of maps.

Before proceeding, we remark that the maps corresponding to Definition 1 constitute a subset of a broader class of Markov maps. These more general Markov maps also map partition points to partition points but need not be piecewise-linear nor eventually expanding [17]. Because we will not require a broader definition of Markov map in this paper, we will refer to maps satisfying Definition 1 as simply “Markov maps” when there is no risk of ambiguity.

Some additional notation and terminology will be useful in the following analysis. The intervals \( V_i = (a_{i-1}, a_i) \) are called partition elements. Since partition points map to partition points and \( f(\cdot) \) is piecewise affine, the image of any partition element is a union of partition elements. We denote by \( \mathcal{I}_i \) the set of indices of partition elements in the image of \( V_i \). With this notation, the image may be expressed in the form

\[
f(V_i) = \bigcup_{j \in \mathcal{I}_i} V_j. \tag{6}
\]

We will also find it useful to define the indicator function

\[
\chi_{\mathcal{A}}(x) = \begin{cases} 1 & x \in \mathcal{A} \\ 0 & \text{otherwise} \end{cases}
\]

and the modified indicator function

\[
\chi_i(x) = \begin{cases} 1 & x \in V_i \\ 0 & \text{otherwise} \end{cases}
\]

Note that these two variants are related by

\[
\chi_i(x) = \chi_{V_i}(x).
\]

\(^3\)Because a map over any finite interval is equivalent to within an affine change of variables and to a map of the unit interval, we restrict our attention to maps of the unit interval with no loss of generality.

![Fig. 1. Example of a piecewise-linear Markov map with two partition elements.](image)

With these definitions, we then obtain from (6) the following identity:

\[
\hat{\chi}_{f(V_i)}(x) = \sum_{j \in \mathcal{I}_i} \chi_j(x). \tag{7}
\]

As an example of the use of this notation, consider the map

\[
f(x) = \begin{cases} a + (1-a)x/a & 0 \leq x \leq a \\ (1-x)/(1-a) & a < x \leq 1 \end{cases}
\]

which meets the conditions of Definition 1 and is depicted in Fig. 1. This map has partition elements \( V_1 = [0, a] \) and \( V_2 = [a, 1] \). The index sets associated with the partition elements are \( \mathcal{I}_1 = \{ 2 \} \) and \( \mathcal{I}_2 = \{ 1, 2 \} \). We will make use of this example on a number of occasions throughout the paper.

Markov maps have a number of important properties that make them attractive for applications. For example, all Markov maps have invariant densities and are ergodic under readily verifiable conditions [17]. In addition, suitably quantized outputs of Markov maps are equivalent to Markov chains. In particular, for almost all initial conditions, the sequence of partition element indices corresponding to successive iterates of the map is indistinguishable from a sample path of a Markov chain [18].

A. Statistics of Markov Maps

In this section, we establish another property of Markov maps—that their statistics can be determined in closed form. To develop a strategy for computing these statistics, we begin by noting that from Definition 1, we may express a Markov map in the form

\[
f(x) = \sum_{i=1}^{N} (s_i x + b_i) \chi_i(x) \tag{9}
\]

where \( s_i \neq 0 \) for all \( i \). This leads to a convenient representation for the map’s FP operator, as we now develop.

1) Frobenius–Perron Operator: It is straightforward to establish that the FP operator for nonsingular, 1-D maps of the form

\[
f(x) = \sum_{i=1}^{N} f_i(x) \chi_i(x)
\]

\[
= \sum_{i=1}^{N} (s_i x + b_i) \chi_i(x)
\]

[Diagram or figure not included due to text-only format]
where each \( f_i(\cdot) \) is continuous and monotonic, can be expressed in the form [15]

\[
P_f\{h(x)\} = \sum_{i=1}^{N} \frac{h(f_i^{-1}(x))\chi_{f_i(U_i)}(x)}{|f'(f_i^{-1}(x))|}.
\]

(10)

The FP operator for a piecewise linear map then follows by substituting (9) into (10) to obtain

\[
P_f\{h(x)\} = \sum_{i=1}^{N} \frac{1}{|s_i|} h\left( \frac{x-b_i}{s_i} \right) \chi_{f_i(U_i)}(x).
\]

(11)

One unique property of FP operators of piecewise-linear Markov maps is that their invariant subspaces contain piecewise polynomials of the form

\[
h(x) = \sum_{i=1}^{N} \sum_{j=0}^{K} a_{ij} x^j \chi_i(x)
\]

(12)

where the \( a_{ij} \) are arbitrary scalars. To see this, note that such functions can be expanded in the basis

\[
\left\{ \theta_1(x), \theta_2(x), \ldots, \theta_{N(K+1)} \right\} \supseteq \left\{ \chi_1(x), \ldots, \chi_N(x), x\chi_1(x), \ldots, x\chi_N(x), \ldots, x^K\chi_1(x), \ldots, x^K\chi_N(x) \right\}
\]

(13)

to yield the representation

\[
h(x) = \sum_{i=1}^{N(K+1)} h_i \theta_i(x).
\]

Thus, each such function can be uniquely represented by the vector

\[
h = [h_1, h_2, \ldots, h_{N(K+1)}]^T
\]

which we refer to as the coordinate vector of \( h(x) \). We denote by \( P_K \) the \( N(K+1) \)-dimensional space spanned by the basis functions \( \{\theta_i\}_{i=1}^{N(K+1)} \).

For these piecewise polynomial functions, a convenient expression for \( P_f\{h(x)\} \) can be developed by using (11) to obtain

\[
P_f\{\theta_{N+i}(x)\} = P_f\{x^j \chi_i(x)\} = \sum_{i=1}^{N} \frac{1}{|s_i|} \left( \frac{x-b_i}{s_i} \right)^j \chi_i \left( \frac{x-b_i}{s_i} \right) \chi_{f_i(U_i)}(x).
\]

(14)

After exploiting the relation (7) and the Markov property of the map \( f(\cdot) \), (14) simplifies to

\[
P_f\{\theta_{N+i}(x)\} = \left( \frac{x-b_i}{s_i} \right)^j \frac{1}{|s_i|} \sum_{l \in I_i} \chi_l(x).
\]

(15)

Finally, using (15) and exploiting the linearity of the FP operator, we obtain, for \( h(\cdot) \) of the form (12), that

\[
P_f\{h(x)\} = \sum_{i=1}^{N} \sum_{j=0}^{K} a_{ij} \left( \frac{x-b_i}{s_i} \right)^j \frac{1}{|s_i|} \sum_{l \in I_i} \chi_l(x).
\]

(16)

From (16), we see that the images of piecewise-polynomial functions \( h(\cdot) \) of degree \( K \) are also piecewise polynomials of degree \( K \), i.e., the operator \( P_f\{\cdot\} \) maps \( P_K \) to itself. Since \( P_K \) is a finite-dimensional space, the restriction of \( P_f\{\cdot\} \) to \( P_K \) can be represented by a square \( N(K+1) \)-dimensional matrix, which we will denote by \( P_K \). This matrix, which we will refer to as the FP matrix, describes how the coefficients of expansions in terms of the basis (13) map under the FP operator. In particular, if

\[
P_f\{h(x)\} \equiv q(x) = \sum_{j=1}^{N(K+1)} q_j \theta_j(x)
\]

then

\[
q = P_K h
\]

(17)

where

\[
q = [q_1, q_2, \ldots, q_{N(K+1)}]^T.
\]

Using (16) with the binomial theorem, it follows immediately that \( P_K \) is block upper triangular. In particular

\[
P_K = \begin{bmatrix}
P_{00} & P_{01} & \cdots & \cdots & P_{0K} \\
0 & P_{11} & \cdots & \cdots & P_{1K} \\
\vdots & \vdots & \ddots & \cdots & \vdots \\
0 & 0 & \cdots & \cdots & P_{KK}
\end{bmatrix}
\]

where each nonzero \( N \times N \) block is of the form

\[
P_{ij} = \binom{j}{i} P_0 B^{j-i} S^j \quad \text{for} \quad j \geq i.
\]

The \( N \times N \) matrices \( B \) and \( S \) are diagonal with elements \( B_{ii} = -b_i \) and \( S_{ii} = 1/s_i \), respectively, while \( P_0 = P_{00} \) is the \( N \times N \) matrix with elements

\[
[P_0]_{ij} = \begin{cases} 
\frac{1}{|s_j|} & i \in I_j \\
0 & \text{otherwise}
\end{cases}
\]

The matrix \( P_0 \) has some key properties that will be important in our subsequent development. In particular, as established by Friedman and Boyarsky [19], \( P_0 \) is diagonally similar to a column stochastic matrix, i.e., there is a diagonal matrix \( D \) with positive entries such that \( D^{-1} P_0 D \) has positive elements, and each of its columns sums to unity.

Since similar matrices have the same eigenvalues, it follows that \( P_0 \) has the same eigenvalues as a stochastic matrix. However, via Frobenius’s theorem [20], all stochastic matrices—and, hence, \( P_0 \)—have eigenvalues with magnitude not greater than unity and at least one eigenvalue equal to unity. In turn, we can conclude that

\[
||P_0|| \leq 1
\]

where \( || \cdot || \) denotes the usual matrix norm [21]. Furthermore, because the elements of \( P_0 \) are nonnegative, an eigenvector corresponding to a unit eigenvalue has nonnegative components.
2) Invariant Densities: One use of the matrix representation of the FP operator is for directly calculating the invariant densities of a Markov map, which is a problem first considered in [22] and later in [17]. Invariant densities are obtained by solving a matrix eigenvalue problem, as we now develop.

A nonnegative, unit-area function \( h(x) \) is an invariant density if its coordinate vector is a solution to (17) with \( q(x) = h(x) \). Markov maps have the property that all invariant densities of interest are vectors in \( P_0 \) [23], i.e., they are piecewise constant and can be expressed in the form

\[
p(x) = \sum_{j=1}^{N} p_j \theta_j(x).
\]

(18)

It follows that the coordinate vector of the invariant density

\[
\mathbf{p} = [p_1 \ p_2 \ \ldots \ p_N]^T
\]

is obtained as the solution to the eigenvector problem

\[
\mathbf{P}_0 \mathbf{p} = \mathbf{p}.
\]

Thus, this coordinate vector is the nonnegative eigenvector of \( \mathbf{P}_0 \) corresponding to the unit eigenvalue discussed in Section IV-A1.

3) Correlation Statistics: Let us next consider the computation of more general correlation statistics (4) when each \( h_\nu(\cdot) \) is a piecewise polynomial, i.e., \( h_\nu \in \mathcal{P}_K \) for each \( \nu \). First, we express (4) using (5) as

\[
R_{f_\nu, h_\nu_0, 
\cdots, h_\nu_r}[k_1, \cdots, k_r] = \int g_1(x)g_2(x) \, dx
\]

(19)

where

\[
g_1(x) = h_{\nu}(x)
\]

\[
g_2(x) = p_f^{k_r-\nu_{r-1}} \{ h_{\nu_{r-1}}(x) \cdots P_f^{k_2-\nu_1} \cdots \} \cdot \{ h_1(x) P_f^{k_1} \{ h_0(x)p(x) \} \} \cdots
\]

(20a)

(20b)

Then, expanding \( g_1(x) \) and \( g_2(x) \) in the basis (13), i.e.,

\[
g_1(x) = \sum_{\nu} g_{1,\nu} \theta_{\nu}(x)
\]

(21a)

\[
g_2(x) = \sum_{\nu} g_{2,\nu} \theta_{\nu}(x)
\]

(21b)

the associated coordinate vectors can be expressed in the form

\[
[g_{1,1} \ g_{1,2} \ \cdots \ g_{1,N(K+1)}]^T \triangleq \mathbf{g}_1 = h_{\nu}
\]

(22a)

and

\[
[g_{2,1} \ g_{2,2} \ \cdots \ g_{2,N(K+1)}]^T \triangleq \mathbf{g}_2 = p_f^{k_r-\nu_{r-1}} \{ h_{\nu_{r-1}} \circ \cdots \circ P_f^{k_2-\nu_1} \circ h_1 \circ P_f^{k_1} \}
\]

(22b)

where \( \mathbf{P} \) is the FP matrix of sufficient dimension, and where \( \circ \) denotes the polynomial product operator.

For two coordinate vectors \( \mathbf{u}_1 \) and \( \mathbf{u}_2 \), the notation \( \mathbf{u}_1 \circ \mathbf{u}_2 \) denotes the coordinate vector for the corresponding product of piecewise polynomials \( u_1(x)u_2(x) \) in a basis of suitably high dimension.

In turn, using (21) in (19) with a basis of sufficient dimension, we obtain

\[
R_{f_\nu, h_\nu_0, 
\cdots, h_\nu_r}[k_1, \cdots, k_r] = g_{1}^T \mathbf{M} g_{2}
\]

(23)

where \( \mathbf{M} \) is a basis correlation matrix with elements

\[
[M]_{ij} = \int \theta_i(x)\theta_j(x) \, dx.
\]

When it is important to make the dimension of this matrix explicit, we will use the notation \( \mathbf{M}_K \) when \( \mathbf{M} \) is \( N(K+1) \times N(K+1) \), corresponding to the case of \( K \)-th-order piecewise polynomials. Note that each row and column of \( \mathbf{M}_K \) contains at most \( K+1 \) nonzero entries because the support of only \( K+1 \) of the \( \theta_i \)'s coincide, and the rest are disjoint. This sparse structure of \( \mathbf{M} \) can be exploited to obtain computationally efficient implementations of (23).

4) Power Spectra: We now apply the results of the preceding section to problems of computing the power spectral densities of time series generated by Markov maps. This yields an algorithm for computing such spectra, as well as insight into the properties such signals. We focus on the special case of power spectra both because of its familiarity and because power spectra have a strong physical significance in many engineering systems. As an important example of the latter, the power spectra of chaotic currents in power converters governed by nonlinear dynamics is directly related to their voltage ripple and to the spectrum of emitted radiation (see, e.g., [6] and the references therein).

To begin, we express the autocorrelation function for the time series in terms of the FP operator using the general expression (5) to obtain

\[
R_{xx}[k] = E\{ h(x)h(x+k) \} = E\{ f(x)^k \}
\]

\[
= \int f(x)^k p(x) \, dx = \int x P_f^k \{ xp(x) \} \, dx
\]

where \( p(\cdot) \) is the invariant density associated with \( f(\cdot) \). Since \( R_{xx}[k] \) is symmetric, we restrict our attention to \( k \geq 0 \) and obtain that \( g_1(x) \) and \( g_2(x) \) in (20) specialize to

\[
g_1(x) = x
\]

(24a)

\[
g_2(x) = P_f^k \{ xp(x) \}
\]

(24b)

To determine the dimension required in the basis expansion (21), recall that the invariant density of a Markov map is piecewise constant (see Section IV-A2), and hence, product \( xp(x) \) is piecewise linear. Since \( P_f \{ \cdot \} \) maps piecewise-linear functions to piecewise-linear functions as developed in Section IV-A1, we have that \( g_2(x) \) is piecewise linear. Combining this with the fact that \( g_1(x) = x \), of course, linear, we see that the space of piecewise-linear polynomials \( P_1 \) suffices for the expansion. Accordingly, the FP matrix \( P_1 \) and basis correlation matrix \( M_1 \) can be used, both of which are of size \( 2N \times 2N \).

Using (23) and (22), the correlation sequence can be expressed in the form

\[
R_{xx}[k] = g_1^T M_1 P_1^k \hat{g}_2
\]

(25)

where each \( g_1 \) is the coordinate vector associated with (24) and where \( \hat{g}_2 \) is the coordinate vector associated with

\[
\hat{g}_2(x) = xp(x)
\]
since
\[ g_2(x) = P_1^{k}(\hat{g}_2(x)). \]

To obtain the power spectrum, we take the Fourier transform of (25), which yields, exploiting symmetry
\[ S_{xx}(e^{j\omega}) = g_1^T M_1 \left( \sum_{k=-\infty}^{+\infty} P_1^{k} e^{-j\omega k} \right) \hat{g}_2. \] (26)

Further simplification of (26) is obtained by examining the structure of the FP matrix \( P_1 \). In general, \( P_1 \) has eigenvalues whose magnitude is strictly less than unity and others with unit magnitude and at least one unit eigenvalue—that associated with the invariant density as discussed in Section IV-A2. The unit-magnitude eigenvalues of \( P_1 \) give rise to impulses in the Fourier transform (26). The unit eigenvalue gives rise to the DC component or, equivalently, the mean of the time series.

The effects of eigenvalues of unit magnitude on the spectrum can be isolated by expressing \( P_1 \) in the Jordan form
\[ P_1 = E^{-1} J E \]
where \( E \) is a matrix of generalized eigenvectors and where
\[ J = \begin{bmatrix} J_1 & 0 \\ 0 & J_2 \end{bmatrix} \]
with \( J_1 \) consisting of Jordan blocks with eigenvalues of unit magnitude and \( J_2 \) consisting of Jordan blocks with the remaining eigenvalues, whose magnitudes are strictly less than unity. In turn, \( P_1 \) can be expressed in the form
\[ P_1 = \Gamma_1 + \Gamma_2 \]
where \( \Gamma_1 \) and \( \Gamma_2 \) are defined by
\[ \Gamma_1 = E^{-1} \begin{bmatrix} J_1 & 0 \\ 0 & 0 \end{bmatrix} E \]
\[ \Gamma_2 = E^{-1} \begin{bmatrix} 0 & 0 \\ 0 & J_2 \end{bmatrix} E. \]

It can be readily verified that \( P_1^{k} = \Gamma_1^{k} + \Gamma_2^{k} \) so that the sum (26) is of the form
\[ S_{xx}(e^{j\omega}) = h_1^T M (I - \Gamma_2 e^{-j\omega})^{-1} (I - \Gamma_2^{2})(I - \Gamma_2 e^{j\omega})^{-1} \hat{g}_2 + \sum_{i=1}^{m} C_i \delta(\omega - \omega_i) \] (27)
where \( C_i \) and \( \omega_i \) depend on \( \Gamma_1 \), and \( m \) is no larger than the dimension of \( J_1 \). Assuming the process generated by \( f(\cdot) \) has a nonzero mean, \( m \geq 1 \), and \( \omega_i = 0 \) for some \( i \) with \( C_i \neq 0 \).

From (27), we can conclude that the spectrum of a Markov map is a linear combination of an impulsive component and a rational function. This result implies that there are classes of rational spectra that can be generated not only by the usual synthesis of driving white noise through a linear time-invariant filter with a rational system function but also by iterating deterministic nonlinear dynamics. Thus, it is natural to view chaotic signals corresponding to Markov maps as “chaotic autoregressive moving-average (ARMA) processes.”

Note that a special case corresponds to the “chaotic white noise” described in [3] and the first-order autoregressive processes described in [24].

A natural question is whether an arbitrary rational spectrum can be obtained via Markov map dynamics with a suitable map. The answer to this question remains open, although the answer is probably negative due to the complicated dependency of pole and zero locations on the map. We point out, for instance, that the poles of the rational portion of the spectrum correspond to the eigenvalues of the matrix \( \Gamma_2 \), i.e., the eigenvalues of \( P_1 \) with magnitude less than one. The zeros of \( S_{xx}(z) \) depend on the vectors \( g_1 \) and \( \hat{g}_2 \) and the matrix \( M \).

B. An Example

In this section, we consider a simple example that illustrates the use of these techniques. In particular, we return to the Markov map defined in (8) and depicted in Fig. 1. A representative time series generated by iterating \( f(\cdot) \) from the initial condition \( x[0] = 1/3 \) is shown Fig. 2 for the case \( a = 8/9 \).

When restricted to a 2-D space corresponding to piecewise-constant functions, the FP matrix associated with \( f(\cdot) \) is readily calculated to be
\[ P_0 = \begin{bmatrix} 0 & 1 \end{bmatrix} \text{ and } 1 - a \]

Furthermore, the eigenvector associated with the unique unit eigenvalue is
\[ p = \begin{bmatrix} 1-a \end{bmatrix}^T. \]

Via (18), we then get that the invariant density is the normalized piecewise-constant function
\[ p(x) = \begin{cases} 1/(1+a) & 0 \leq x \leq a \\ 1/(1-a^2) & a \leq x \leq 1. \end{cases} \]

In Fig. 3, this density is compared with an empirically estimated density computed via a histogram of 50 000 points generated by the map \( f \) for the case \( a = 8/9 \).
To compute the power spectrum for this example map, we first compute the FP matrix associated with the FP operator on the space of piecewise-linear functions $P_1$. From this calculation, we obtain

$$P_1 = \begin{bmatrix}
0 & 1-a & 0 & 1-a \\
a/(1-a) & 1-a & -a^3/(1-a)^2 & (1-a) \\
0 & 0 & -1/(1-a)^2 & 0 \\
0 & 0 & a^2/(1-a)^2 & -(1-a)^2
\end{bmatrix}.$$  

In turn, we compute the basis correlation matrix corresponding to the same space, obtaining

$$M_1 = \begin{bmatrix}
a & 0 & a^2/2 & 0 \\
0 & 1-a & 0 & (1-a^2)/2 \\
a^2/2 & 0 & a^3/3 & 0 \\
0 & (1-a^2)/2 & 0 & (1-a^3)/3
\end{bmatrix}.$$  

Specializing our results to the case $a = 8/9$, we first obtain that the average value of the time series is $m_x = 217/306$. Then, using (27), we obtain that the rational part of the $z$ transform of the correlation sequence is given by (28), shown at the bottom of the page.

The power spectrum corresponding to evaluating (28) on the unit circle $z = e^{j\omega}$ is plotted in Fig. 4, along with an empirical spectrum computed by periodogram averaging with a window length of 128 on a time series of length 50 000. The solid line corresponds to the analytically obtained expression (28), whereas the circles represent the spectral samples estimated by periodogram averaging.

V. MODELING WITH MARKOV MAPS

A much larger class of chaotic signals for applications are those corresponding to general eventually expanding maps, which are defined as follows. Without loss in generality, we again restrict our attention to maps of the unit interval.

**Definition 2.** A nonsingular map $f: [0, 1] \rightarrow [0, 1]$ is called eventually expanding if the following hold:

1) There is a set of partition points $0 = a_0 < a_1 < \cdots < a_N = 1$ such that restricted to each of the intervals $\mathcal{V}_i = (a_{i-1}, a_i)$, the map $f(\cdot)$ is monotonic, continuous, and differentiable.

2) The function $1/|f'(x)|$ is of bounded variation [13].

3) There exists a real $\lambda > 1$ and an integer $m$ such that

$$\left| \frac{d}{dx} f^m(x) \right| \geq \lambda$$

for all $x$ wherever the derivative exists. This is the eventually expanding condition.

The class of eventually expanding maps includes not only the piecewise-linear Markov maps of Definition 1 as a small subset but also a wide range of maps that are not piecewise-linear, do not satisfy the Markov property of mapping partition points to partition points, and/or do not have a bounded derivative. Note from the definition that an eventually expanding map need not be continuous—only piecewise so. Non-Markov

This is a smoothness condition on the derivative. In some definitions, this condition is replaced with a more restrictive bounded slope condition, i.e., that there exist a constant $B$ such that $|f'(x)| < B$ for all $x$. However, in our case, it is just as convenient to consider the broader class of eventually expanding maps.

$$S_{xx}(z) = \frac{42632}{459} \frac{36z^{-1} - 145 + 36z}{(9 + 8z)(9 + 8z^{-1})(64z^2 + z + 81)(64z^{-2} + z^{-1} + 81)}. \tag{28}$$
eventually expanding maps arise in a number of applications. As one example, they provide useful models for inductor current in practical switching power converters [6] that can be substantially more accurate than traditional linear models.

Some properties of eventually expanding maps have been well-studied. For example, conditions for ergodicity and the applicability of central limit theorems have been developed [25]. It is known that all eventually expanding maps have invariant densities [26]. In particular, an eventually expanding map with $N$ partition points has at least one and, at most, $N$ invariant densities, all of which are of bounded variation. Moreover, as discussed in [26], certain auxiliary conditions can be imposed on $f(\cdot)$ to ensure that a unique invariant density exists. However, it is useful to note that when $f(\cdot)$ has multiple invariant densities, each is supported on disjoint subsets of the unit interval consisting of finite unions of intervals. When restricted to one of these subsets, $f(\cdot)$ is an ergodic map, i.e., it has a unique invariant density. In this manner, any eventually expanding map may be decomposed into a finite number of ergodic components. Using this decomposition, maps with multiple invariant densities can be analyzed by examining each ergodic component separately.\footnote{Note that since the original map $f(\cdot)$ can be discontinuous, we use superscripts $+$ and $-$ to denote the left and right limiting values of the map at an individual partition point.}

In this section, we explore the statistics of time series generated by eventually expanding maps. These properties have received comparatively little attention in the literature. In particular, we show that the statistics of time series from eventually expanding maps can be approximated to arbitrary accuracy by those of piecewise-linear, eventually expanding Markov maps. As we will see, such approximation strategies provide a powerful method for analyzing chaotic time series from eventually expanding maps. For simplicity of exposition, we restrict our attention to ergodic maps, i.e., maps for which there is a single ergodic component.

We begin by considering a sequence of piecewise-linear Markov maps $\hat{f}_i(\cdot)$ and examining conditions under which the statistics of $\hat{f}_i(\cdot)$ converge to those of a given eventually expanding map $f(\cdot)$. This important mode of convergence, which we will refer to as statistical convergence, is formally defined as follows.

**Definition 3:** Let $f(\cdot)$ be an eventually expanding map with a unique invariant density $p(\cdot)$. A sequence of maps $\{\hat{f}_i(\cdot)\}$ statistically converges to $f(\cdot)$ if each $\hat{f}_i(\cdot)$ has a unique invariant density $p_i(\cdot)$ and

$$ R_{\hat{f}_i,h_0,h_1,\ldots,h_r}[k_1,\ldots,k_r] \to R_{f,h_0,h_1,\ldots,h_r}[k_1,\ldots,k_r] \quad \text{as } i \to \infty $$

for any continuous $h_j(\cdot)$ and all finite $k_j$ and finite $r$.

A sequence of Markov maps that statistically converges to a given eventually expanding map $f(\cdot)$ can be constructed in a computationally straightforward manner. To begin, we denote by $Q$ the set of partition points of $f(\cdot)$ and by $Q_i$ the set of partition points of the $i$th in the sequence of Markov map approximations. The sets of partition points for the increasingly fine approximations are defined recursively via

$$ Q_i = Q_{i-1} \cup f^{-1}(Q_{i-1}). $$

See, e.g., [25] for a more detailed treatment of these issues.
VI. CONCLUDING REMARKS

In this paper, new classes of signal models have been developed and analyzed. The properties of such models suggest that they may be efficient and convenient alternatives to many conventional ARMA process models that are so widely used in signal processing applications. In particular, we showed that chaotic signals generated by deterministic nonlinear dynamics corresponding to piecewise-linear, eventually expanding Markov maps share important properties with ARMA processes. In particular, all such signals have rational spectra. For these reasons, it is convenient to view these chaotic signals as "chaotic ARMA processes." While we explored several properties of these processes, many others remain to be investigated. Moreover, many interesting and important questions remain open. For example, as discussed in Section IV-A4, while all chaotic ARMA processes have rational spectra, it is unclear whether a chaotic ARMA process can be constructed to produce any desired spectrum. Such a result would, naturally, have important implications. Likewise, exploring the properties of higher order spectra for these signals may lead to important insights and applications.

We also established results to show that chaotic ARMA processes can be constructed to approximate the statistical behavior of a broad class of chaotic processes to arbitrary accuracy. In particular, we constructed a sequence of piecewise-linear Markov maps whose statistics all converge to those of a desired arbitrary eventually expanding map. These results are particularly useful in applications where such maps arise naturally, such as in the case of switching power converters [6]. In such applications, the approximations allow important statistics of these chaotic signals that cannot be computed in closed form to be efficiently estimated; an important example is power spectrum estimation. Important avenues for further research remain. For example, it would be worthwhile to explore whether other useful sequences of Markov map approximations can be obtained for modeling eventually expanding maps. Of particular interest would be alternative sequences that yield better approximations with fewer partition points since this would reduce modeling complexity. Whether such approximating sequences exist is an open question. A related issue is that of characterizing the error inherent in our approximation procedure. In this area, bounds on the approximation error expressed in terms of the approximating sequence would be desirable.
APPENDIX A

PROOF OF THEOREM 1

To prove our result, we need to exploit the notion of weak convergence, which is defined as follows [15].

**Definition 4:** A sequence of functions \( \phi_i \in L_1 \) converges weakly to \( \phi \in L_1 \) if

\[
\lim_{i \to \infty} \int_{[0,1]} h(x) \phi_i(x) \ dx = \int_{[0,1]} h(x) \phi(x) \ dx
\]

for all bounded measurable functions \( h \).

In addition, we will exploit the following theorem due to Gora [27].

**Theorem 2:** Suppose \( f \) is an eventually expanding map with invariant density \( p \), and \( f_i \) is the sequence of Markov approximation to \( f \). If \( f_i \) has invariant density \( \hat{p}_i \), then \( f_i \to f \) uniformly and \( \hat{p}_i \to p \) weakly.

To obtain our main result, we begin by expressing the difference between the true and approximating statistics in the form

\[
R_{f, h_0, h_1, \ldots, h_r} [k_1, \ldots, k_r] - R_{f_i, h_0, h_1, \ldots, h_r} [k_1, \ldots, k_r]
\]

\[
= \int h_0(x) h_1(f^{k_1}(x)) \cdots h_r(f^{k_r}(x)) \hat{p}_i(x) \ dx
\]

\[
- \int h_0(x) h_1(f^{k_1}(x)) \cdots h_r(f^{k_r}(x)) p(x) \ dx
\]

\[
= \int h_0(x) h_1(f^{k_1}(x)) \cdots h_r(f^{k_r}(x)) [\hat{p}_i(x) - p(x)] \ dx
\]

\[
+ \int [h_0(x) h_1(f^{k_1}(x)) \cdots h_r(f^{k_r}(x))] - h_0(x)
\]

\[
\cdot h_1(f^{k_1}(x)) \cdots h_r(f^{k_r}(x)) \hat{p}_i(x) \ dx.
\]

The first term in the second equality in (30) goes to zero as \( i \to \infty \) by the weak convergence of \( \hat{p}_i(\cdot) \) to \( p(\cdot) \) that is guaranteed by Theorem 2. The second term goes to zero as \( i \to \infty \), provided two conditions are met: 1) Each \( h_j(\cdot) \) is uniformly continuous, and 2) each \( f^{k_j}(\cdot) \) converges uniformly to \( f^{k_j}(\cdot) \).

The first of these conditions follows from the fact since each \( h_j \) is continuous on \([0,1] \), it is also uniformly continuous. The second of these conditions is established by the following lemma, which completes our proof.

**Lemma 1:** The sequence of Markov approximations has the property that \( f_i^{k_j} \) converges uniformly to \( f^{k_j} \) as \( i \to \infty \) for each nonnegative \( j \).

**Proof:** When \( f \) is continuous, the uniform convergence of \( f_i \) to \( f \) immediately implies that \( f_i^{k_j} \) converges uniformly to \( f^{k_j} \). In the remainder of the proof, we therefore consider the case in which \( f \) is not continuous.

We denote the set of initial partition points by \( Q_0 = \{ a_j \}_{j=1} \) and the set corresponding to the \( i \)-th in the sequence of approximating maps by \( Q_i = Q_{i-1} \cup f^{-1}(Q_{i-1}) = \{ a^{(i)}_{j} \} \). Moreover, we denote the associated partitions by \( V^{(i)}_j = [a^{(i)}_{j-1}, a^{(i)}_j] \).

It is straightforward to verify that by construction the maps \( f \) and \( f_i \) satisfy

\[
f(V^{(i)}_j) \subset f_i(V^{(i)}_j) \subset V^{(i-1)}_{j+1}.
\]

for some \( j \), which depends on \( j \). Furthermore, it can be shown (see, e.g., [25]) that the partition elements satisfy

\[
\max_j |V^{(i)}_j| < d^i
\]

for some \( d < 1 \). From (31) and (32), it therefore follows that for \( i > k \)

\[
|f^{k}(x) - f^{k}_{i}(x)| < C d^{i-k}
\]

for all \( x \in [0,1] \) and for some constant \( C \). Uniform convergence of \( f^{k} \) to \( f^{k}_{i} \) follows from (33).
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