
ar
X

iv
:0

70
7.

46
56

v1
  [

cs
.IT

]  
31

 J
ul

 2
00

7
1

Communication under Strong Asynchronism
Aslan Tchamkerten, Venkat Chandar, and Gregory Wornell
Electrical Engineering and Computer Science Department

Massachusetts Institute of Technology
Cambridge, MA 02139, USA

Email: {tcham,vchandar,gww}@mit.edu

Abstract

We consider asynchronous communication over point-to-point discrete memoryless channels without feedback.
The transmitter starts sending one block codeword at an instant that is uniformly distributed within a certain time
period, which represents the level of asynchronism. The receiver, by means of a sequential decoder, must isolate the
message without knowing when the codeword transmission starts but being cognizant of the asynchronism level.
We are interested in how quickly can the receiver isolate thesent message, particularly in the regime where the
asynchronism level is exponentially larger than the codeword length, which we refer to as ‘strong asynchronism.’

This model of sparse communication might represent the situation of a sensor that remains idle most of the
time and, only occasionally, transmits information to a remote base station which needs to quickly take action.
Because of the limited amount of energy the sensor possesses, assuming the same cost per transmitted symbol, it
is of interest to consider minimum size codewords given the asynchronism level.

The first result is an asymptotic characterization of the largest asynchronism level, in terms of the codeword
length, for which reliable communication can be achieved: vanishing error probability can be guaranteed as the
codeword lengthN tends to infinity while the asynchronism level grows ase

Nα if and only if α does not exceed
the synchronization threshold, a constant that admits a simple closed form expression, andis at least as large as
the capacity of the synchronized channel.

The second result is the characterization of a set of achievable strictly positive rates in the regime where
the asynchronism level is exponential in the codeword length, and where the rate is defined with respect to the
expected (random) delay between the time information starts being emitted until the time the receiver makes a
decision. Interestingly, this achievability result is obtained by a coding strategy whose decoder not only operates
in an asynchronously, but has an almost universal decision rule, in the sense that it is almost independent of the
channel statistics.

As an application of the first result we consider antipodal signaling over a Gaussian additive channel and
derive a simple necessary condition between blocklength, asynchronism level, and SNR for achieving reliable
communication.

Index Terms

Asynchronous communication, detection and isolation problem, discrete-time communication, error exponent,
low probability of detection, point-to-point communication, quickest detection, sequential analysis, sparse commu-
nication, stopping times

I. INTRODUCTION

A common assumption in information theory is that ‘wheneverthe transmitter speaks the
receiver listens.’ In other words, in general, there is the assumption of perfect synchronization
between the transmitter and the receiver and, basic quantities, such as the channel capacity, are
defined under this hypothesis [13]. In practice this assumption is rarely fulfilled. Time uncertainty
due, for instance, to bursty sources of information often causes asynchronous communication,
i.e., communication for which the receiver has only a partial knowledge ofwheninformation is
sent.

This work was supported in part by NSF under Grant No. CCF-0515122, and by a University IR&D Grant from Draper Laboratory.
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Fig. 1. Communication is carried over a discrete memorylesschannel. When ‘no information’ is sent the input of the channel is the ‘⋆’
symbol.

There are, however, notable channels for which asynchronism effects have been studied from
an information theoretic standpoint. An example is the multiple access channel (see, e.g., [3],
[9], [12], [16]) for which the capacity region has been computed under various assumptions on
the users’ asynchronism. Another important example is the insertion, deletion, and substitution
channel for which only bounds on the capacity are known (see,e.g., [1], [7], [8], [6]).

In this paper we propose an information theoretic frameworkthat models users’ asynchronism
for point-to-point discrete-time communication without feedback. We consider the situation
where the transmitter may start sending information at a time unknown to the receiver. The
time transmission starts is assumed to be uniformly distributed within a certain interval, which
defines the asynchronism level between the transmitter and the receiver. A suitable notion of
rate is introduced and scaling laws between block message size and asynchronism level are
given for which reliable communication can or cannot be achieved.1 Our first result is the
characterization of the highest asynchronism level with respect to the codeword length under
which reliable communication can still be achieved. This limit is attained by a coding strategy
that operates at vanishing rate. This strategy also allows for communication at positive rates
while operating at asynchronism levels that are exponentially larger than the codeword length.

In Section II we formally introduce our model and draw connections with the related
‘detection and isolation’ problem in sequential analysis.Section III contains our main results,
Section IV is devoted to the proofs, and we end with final remarks in Section V. The proofs
make often use of large deviations type bounding techniquesfor which we refer the reader to
[5, Chapters 1.1 and 1.2] or [4, Chapter 12].

II. PROBLEM FORMULATION AND BACKGROUND

We consider discrete-time communication over a discrete memoryless channel characterized
by its finite input and output alphabetsX and Y , respectively, transition probability matrix
Q(y|x), for all y ∈ Y and x ∈ X , and ‘noise’ symbol⋆ ∈ X (see Fig. 1).2 The codebook
consists ofM ≥ 2 equally likely codewords of lengthN composed of symbols fromX —
possibly also the⋆ symbol. The transmission of a particular codeword starts ata random time
ν, independent of the codeword to be sent, uniformly distributed in [1, 2, . . . , A], where the
integerA ≥ 1 characterizes the asynchronism level. We assume that the receiver knowsA but
not ν. If A = 1 the channel is said to be synchronized. Throughout the paper, whenever we
refer to the capacity of a channel, it is intended to be the capacity of the synchronized channel.
Throughout the paper we only consider channelsQ with strictly positive capacityC(Q).

Before and after the transmission of the information, i.e.,before timeν and after timeν +
N−1, the receiver observes noise. Specifically, conditioned onthe value ofν and on the message
to be conveyedm, the receiver observes independent symbolsY1, Y2, . . . distributed as follows.
If i ≤ ν − 1 or i ≥ ν + N , the distribution isQ(·|⋆). At any timei ∈ [ν, ν + 1, . . . , ν + N − 1]

1We refer to ‘reliable communication’ whenever arbitrary low error probability can be achieved.
2Throughout the paper we always assume that for ally ∈ Y there is somex ∈ X for which Q(y|x) > 0.
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Fig. 2. Time representation of what is sent (upper arrow) andwhat is received (lower arrow). The ‘⋆’ represents the ‘noise’ symbol. At
time ν messagem starts being sent and decoding occurs at timeτ .

the distribution isQ(·|ci−ν+1(m)), wherecn(m) denotes thenth symbol of the codewordcN(m)
assigned to messagem.

The decoder consists of a sequential test(τ, φ), where τ is a stopping time with respect
to the output sequenceY1, Y2, . . .

3 indicating when decoding happens, and whereφ denotes a
decision rule4 that declares the decoded message (see Fig. 2).5

We are interested inreliable and quick decoding. To that aim we first define the average
decoding error probability as

P(E) =
1

A

1

M

M
∑

m=1

A
∑

l=1

Pm,l(E),

whereE indicates the event that the decoded message does not correspond to the sent message,
and where the subscriptsm,l indicate the conditioning on the event that messagem starts being
sent at timel. Second, we define the average communication rate with respect to the average
delay it takes the receiver to react to a sent message, i.e.

R =
ln M

E(τ − ν)+
(1)

with

E(τ − ν)+ ,
1

A

1

M

M
∑

m=1

A
∑

l=1

Em,l(τ − l)+

wherex+ denotesmax{0, x}, and whereEm,l denotes the expectation with respect toPm,l.6

With the above definitions we now introduce the notion of achievable rate with respect to a
certain asynchronism level as well as the notion ofsynchronization threshold.
Definition 1. An asynchronism exponentα is achievableat a rate R if, for any ε > 0, there
exists a block code with (sufficiently large) codeword length N , operating under asynchronism
level A = e(α−ε)N , while yielding a rate at least as large asR − ε and an error probability
P(E) ≤ ε. The supremum of the set of asynchronism exponents that are achievable at rateR is
denotedα(R, Q).
Note that, for a given channelQ, the asynchronism exponent functionα(R, Q) is non-increasing
in R.
Definition 2. Thesynchronization thresholdof a channelQ, denoted byα(Q), is the supremum
of the set of achievable asynchronism exponents at all rates, i.e., α(Q) = α(R = 0, Q).

3Recall that a stopping timeτ is an integer-valued random variable with respect to a sequence of random variables{Yi}
∞
i=1 so that the

event{τ = n}, conditioned on{Yi}
n
i=1, is independent of{Yi}

∞
i=n+1 for all n ≥ 1.

4Formally φ is anFτ -measurable map whereF1,F2, . . . is the natural filtration induced by the processY1, Y2, . . .
5In our model one message is sent in a certain intervalwith probability one. An interesting extension of this model that we did not consider

is to give some probability to the event where no message is sent. The receiver knows that with some probability1 − p a message starts
being sent within a certain interval and that with probability p no message is sent.

6Here ln denotes the natural logarithm.
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Throughout the paper we often use the terminology ‘coding strategy’ or ‘coding scheme’ to
denote an infinite sequence of pairs codebook/decoder labeled by the blocklength. In particular,
whenever we refer to a coding strategy that ‘achieves a certain rate,’ it is intended to be
asymptotically in the limitN → ∞.

Let us comment on the above bursty communication model and its associated notions of rate
and synchronization threshold. First observe that we do notintroduce a feedback channel from
the receiver to the transmitter. With a noiseless feedback it is possible to inform the transmitter
of the receiver’s decoding time, say in the form of ack/nack,therefore allowing the sending of
multiple messages instead of just one as in our model. Here the noiseless assumption is crucial.
If the feedback is noisy, the receiver’s decision may be wrongly recognized by the transmitter,
which possibly may result in a loss of message synchronization between transmitter and receiver
(say the receiver hasn’t yet decoded the first message while the transmitter has already started
to emit the second one). Therefore, in order to avoid a potential second source of asynchronism,
we omit feedback in our study and limit transmission to only one message.

The reason for defining the rate with respect to the average delay E(τ − ν)+ (see (1)) is
motivated by the following considerations. At first sight, anatural measure of delay may be the
codeword lengthN . However, in light of the use of sequential decoding, the codeword length
does not provide a measure of the delay needed for the information to be reliably decoded.
Another candidate for the delay one might consider isE(τ) or, equivalently,Eν +E(τ −ν). The
fact that this delay takes into account the initial offsetEν can be regarded as a weakness since
this offset can be influenced neither by the transmitter nor by the receiver. Also, with such a
delay measure, in the regime of positive asynchronism exponents we are interested in, the rate
is always (asymptotically) vanishing for any reliable coding strategy.7 Instead, we propose to
considerE(τ − ν)+, the average time the transmitter needs to wait until the receiver makes a
decision. Also note that, in the definition of achievable rate (Definition 1), we choose to grow
A with N . Indeed, whenA is fixed the problem becomes trivial. By using sufficiently long
codewords and simply decoding at the (fixed) timeA + N − 1 the asynchronism effect on the
rate can be made negligible.

We now briefly discuss the notion of synchronization threshold. This threshold is defined
with respect to zero rate coding strategies, that is strategies for whichln M/E(τ − ν)+ tends to
zero (asN → ∞). However, becauseE(τ − ν)+ andN need not coincide in general, zero rate
coding strategies need not, in general, yield a vanishing fraction ln M/N asN tends to infinity.
Indeed, as we will see, one can operate arbitrarily closely to the synchronization threshold while
having ln M/N asymptotically bounded away from zero.

Perhaps the closest sequential decision problem our model relates to is a generalization
of the change-point problem, often called the ‘detection and isolation problem,’ introduced by
Nikiforov in 1995 (see [11], [10] and [2] for a survey). A processY1, Y2, . . . starts with some
initial distribution and changes it at some unknown time. The post change distribution can be
any of a given set ofM distributions. By sequentially observingY1, Y2, . . . the goal is to quickly
react to the statistical change and isolate its cause, i.e.,the post-change distribution. Hence, our
synchronization problem takes the form of a detection and isolation problem where the change
in distribution is induced by the transmitted message. However, to the best of our knowledge
studies related to the detection and isolation problem usually assume that once the observed
process jumps into one of its post-change distributions, itremains in that state forever. This
means that, eventually, if we wait long enough, a correct decision is be possible. Instead, in the

7To see this consider the rate defined asln M/(Eν + E(τ − ν)). To achieve vanishing error probability asM (or N ) tends to infinity, the
reaction delayE(τ − ν) must grow at least linearly withln M (if not this would imply that reliable communication above capacity would
be possible). Similarly,M and N must satisfyN ≥ ln M . Also, in the regime of positive asynchronism exponents, i.e., whenA = eNα

for someα > 0, we haveEν = eNα/2 sinceν is uniformly distributed in[1, 2, . . . , A]. Therefore, in the regime of positive asynchronism
exponents, the rateln M/(Eν + E(τ − ν)) is vanishing asN → ∞ for any coding strategy that achieves arbitrarily low errorprobability.
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synchronization problem the change in distribution islocal since it only lasts the duration of a
codeword length. In particular once the codeword is ‘missed’ no recovery is possible. Finally,
optimal decoding rules for the detection and isolation problem seem to have been obtained
only in the limit of small error probabilitiesP(E) while keepingM , the number of post-change
distributions, fixed.8 In our case we typically letM grow as(1/P(E))ξ, for someξ > 0.

III. RESULTS

Our first result is the characterization of the synchronization threshold.
Theorem 1. For any discrete memoryless channelQ, the synchronization threshold as given in
Definition 2 is given by

α(Q) = max
x

D(Q(·|x)||Q(·|⋆))

where D(Q(·|x)||Q(·|⋆)) is the divergence (Kullback-Leibler distance) betweenQ(·|x) and
Q(·|⋆). Furthermore, any synchronization thresholdα < α(Q) can be achieved by a coding
strategy that yieldslimN→∞ ln M/N > 0.
The theorem says that vanishing error probability can be achieved as the blocklengthN tends to
infinity if the asynchronism level grows aseNα whereα < D(Q(·|x)||Q(·|⋆)). Conversely, any
coding strategy that operates at an asynchronism exponentα > D(Q(·|x)||Q(·|⋆)) cannot achieve
arbitrary low error probability. The second part of the theorem shows the distinction between
the delay measured by the codeword lengthN and by the expected ‘reaction time’E(τ − ν)+.
Arbitrary closely to the synchronization threshold one can(asymptotically) guaranteelnM/N
to be strictly positive, while the question remains open forthe rateln M/E(τ−ν)+. Specifically,
it remains to be seen whetherα(Q) = limR↓0 α(R, Q) (assumingα(Q) < ∞). This issue will
be discussed in Section III-B.

At least some connections between channel capacity and synchronization threshold exist.
Although these two quantities are not directly related, both refer to limits on hypothesis dis-
crimination. The first concerns a purely isolation problem whereas the second concerns an almost
purely detection problem (since there is no rate constraint). It may be interesting to note that
the synchronization thresholdα(Q) is always at least as large asC(Q). To see this letP be the
capacity achieving distribution of the (synchronized) channel Q. It is well known [4, Lemma
13.8.1] that for any distributionV on Y

D(PQ||PPY ) ≤ D(PQ||PV )

wherePY is the right marginal ofPQ = P (·)Q(·|·). Letting V = Q(·|⋆) we get

C(Q) , D(PQ(·|·)||PPY )

≤ D(PQ(·|·)||PQ(·|⋆))

=
∑

x

P (x)
∑

y

Q(y|x) ln
Q(y|x)

Q(y|⋆)

≤ max
x

D(Q(·|x)||Q(·|⋆))

= α(Q)

Finally it can be checked that ifC(Q) = 0 thenα(Q) = 0.

8Here optimal decoding rules refer to sequential tests yielding minimum reaction delay, usually a function ofτ − ν, given a certain error
probability.
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Fig. 3. Antipodal signaling over a Gaussian channel with hard decision at the decoder.

Example: the Gaussian channel

As an application of Theorem 1 we consider antipodal signaling over a Gaussian channel and
derive a necessary condition between asynchronism level, block length, and signal to noise
ratio (SNR) for achieving reliable communication. Supposecommunication takes place over an
additive channelX → Y = X + Z whereX denotes the input,Y the output, and whereZ is
a normally distributed random variable, independent ofX, with zero mean and unit variance.
We consider antipodal signaling, that isci(m) = ±

√
SNR for all i ∈ {1, 2, . . . , N} and m ∈

{1, . . . , M}, where the SNR is some positive constant. Before decoding, the receiver makes
a hard decision on each received symbol and declares+1 if Yi ≥ 0 and −1 if Yi < 0. The
noise symbol⋆ equals zero meaning that when no information is sent the receiver declares
+1 or −1 with probability 1/2. The inputs+

√
SNR and−

√
SNR are received correctly with

probability 1 − ε and are flipped with probabilityε, whereε = e−
SNR
2

(1+o(1)) as the SNR tends
to infinity. The discrete channelQ that results from the hard decision procedure is depicted in
Fig. 3. From Theorem 1, any coding strategy that yields vanishing error probability satisfies
lim supN→∞ 1/N ln A ≤ α(Q) where

α(Q) = max
x

D(Q(·|x)||Q(·|⋆))

= ln 2 − H(ε)

= ln 2 − H(e−
SNR
2

(1+o(1))) as SNR → ∞

with H(ε) , −ε ln ε − (1 − ε) ln(1 − ε). Therefore, asN tends to infinity, in order to achieve
reliable communication it is necessary that

1

N
ln A ≤ ln 2 − H(e−

SNR
2

(1+o1(1))) + o2(1)

whereo1(1) ando2(1) are vanishing functions of the SNR and ofN , respectively. Because of

the chosen quantization, in the limit of high SNR we have1
N

ln A
∼
≤ ln 2, and an increase in the

power results in a negligible increase of the asynchronism level for which reliable communication
is possible (for fixed blocklength). To exploit power at highSNR it is necessary to have a finer
quantization at the output. Finally notice that for this (quantized) channel the synchronization
threshold coincides with the channel capacity. �

While we do not characterize the asynchronism exponent function α(R, Q) for R > 0, The-
orem 2 provides a non trivial lower bound characterization of α(R, Q), for anyR ∈ [0, C(Q)).

We use the notation(PQ)Y to denote the right marginal of a joint distributionP (·)Q(·|·)
and, given a joint distributionJ on X × Y we denote byI(J) the mutual information induced
by J . Also we denote byPY|X the set of conditional distributions of the formV (y|x) with
x ∈ X andy ∈ Y .
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Theorem 2. Let Q be a discrete memoryless channel. If for some constantsα ≥ 0, t1 ≥ 0,
t2 > 1, and input distributionP , with I(PQ) > 0, the following inequalities

a. α < inf
V ∈PY|X

D((PV )Y ||Q(·|⋆))<
t1α

δ(t1+t2−1)

D((PV )Y ||(PQ)Y )

b. α < min
V ∈PY|X

I(PV )≤ t2α
δ(t1+t2−1)

D(PV ||PQ)

c.
t1
t2

<
D((PQ)Y ||Q(·|⋆))

I(PQ)

are satisfied for someδ ∈ (0, 1), then the rateI(PQ)/t2 is achievable at an asynchronism
exponentα.
Note that the conditionsa and b in Theorem 2 are easy to check numerically since they only
involve convex optimizations. Also notice, on the right hand side of the inequalityb, the sphere
packing exponent function — of the channelQ with input distributionP — evaluated at t2α

δ(t1+t2−1)

(see [5, p.166]).
Corollary. For any channelQ with capacityC(Q) > 0, any rateR ∈ (0, C(Q)) can be achieved
at a strictly positive asynchronism exponent.

Proof of the Corollary: Consider the inequalitiesa, b, andc from Theorem 2. First choose
someP andt2 > 1 so thatI(PQ)/t2 ≥ R and so that(PQ)Y 6= Q(·|⋆) (this is always possible
sinceC(Q) > 0). By settingt1 = 0 the inequalityc holds (since its right hand side is strictly
positive). Also inequalitya holds for any finiteα (the infimum equals infinity). For the inequality
b, observe that its right hand side is a decreasing function ofα and has a strictly positive value
at α = 0 (sinceI(PQ) > 0). It follows that inequalityb holds for strictly positive and small
enough values ofα.

A. Coding for asynchronous channels

In this section we present the coding scheme from which one deduces Theorem 2 and the
direct part of Theorem 1. As we will see, our scheme does not subdivide the synchronization
problem into a detection problem followed by a message isolation problem: detection and
isolation are treated jointly.

The codebook is randomly generated according to some distributionP . If the aim is only to
reliably communicate at a certain asynchronism exponentα, there is some degrees of freedom
in choosingP . One possible choice is to pick aP that satisfies

D((PQ)Y ||Q(·|⋆)) + I(PQ) − ln M/N > α

with D((PQ)Y ||Q(·|⋆)) > 0 and I(PQ) > 0, whereM represents the size of the message
set andN the size of the codewords (see proof of Proposition 2). In theregime where the
asynchronism exponent is close toα(Q) the codewords are mainly composed of the symbol
arg maxx D(Q(·|x)||Q(·|⋆)). Indeed, in this asynchronism regime, the main source of error
comes from a miss detection of the sent codeword, later referred to as ‘false-alarm.’ We deal
with this source of error by distillating information usingcodewords with (mostly) symbols that
induce output distributions that are ‘as far as possible’ from the output distribution induced by
the ⋆ symbol. Finally if the aim is to accommodate both rate and asynchronism constraints, the
distributionP has to satisfy the conditions explicitly stated in Theorem 2.

For the decoder, let us observe first that our communication model admits two sources
of error. The first comes from an atypical behavior of the noise during the period when no
information is conveyed, which may result in a false-alarm.The second comes from an atypical
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behavior of the channel during information transmission, which may result in a miss-isolation
of the sent codeword. These two sources of error depend on theasynchronism level as well as
on the communication rate: the higher the asynchronism the higher the first source of error, the
higher the communication rate the higher the second source of error. Accordingly, our decoder
is the combination of two criteria parameterized by constants that are chosen based on the level
of asynchronism and according to the rate we aim at.

More specifically, the decoder observes the channel outputsY1, Y2, . . . and makes a decision
as soon as it observesi consecutive output symbols, withi ∈ [1, 2, . . . , N ], that simultaneously
satisfy two conditions. The first condition is that these symbols should look ‘sufficiently different’
from the noise, as measured by the divergence. The second condition is that these symbols must
be sufficiently correlated, in a mutual information sense, with one of the codewords. We formalize
this below.

For j ≥ i we writexj
i for xi, xi+1, . . . , xj. If i = 1 we use the shorthand notationxj instead

of xj
i . Given a pair(xn, yn) let us denote bŷP(xn,yn) the empirical distribution of(xn, yn), i.e.,

P̂(xn,yn)(x, y) = 1
n

∑n
i=1 11(x,y)(xi, yi) where 11(x,y)(xi, yi) = 1 if (xi, yi) = (x, y), else equals

zero. To each messagem ∈ [1, 2, . . . , M ] associate the stopping time9

τm = inf

{

n ≥ 1 : ∃i ∈ {1, . . . , N} so thatiD(P̂Y n
n−i+1

||Q(·|⋆)) ≥ t1 ln M and

min
k∈[1,...,i]

[

kI(P̂ck(m),yn−i+k
n−i+1

) + (i − k)I(P̂ci
k+1(m),yn

n−i+k+1
)
]

≥ t2 ln M

}

(4)

wheret1 ≥ 0 andt2 > 1 are some fixed threshold constants to be appropriately chosen according
to the asynchronism level and desired communication rate. The decoding is made at time

τ = min
m∈[1,2,...,M ]

τm

and the messagēm that is declared is any that satisfiesτm̄ = τ .
It should be emphasized that there may be other sequential decoders that also achieve

the synchronization threshold. The one we propose has the property that it also allows for
communication at positive rates and positive asynchronismexponents. Also, an interesting feature
of the above decoder is that, in addition to operating in an asynchronous setting, it is also almost
universal in the sense that its rule does not depend of the channel statistics, except for the
noise distributionQ(·|⋆). In fact this decoder is an extension of a sequential universal decoder
introduced in [15, eq. (10)] for the synchronized setting.

In the context of asynchronous communication, the same decoding rule as above is considered
in [14], but without the divergence condition, i.e., a decision is made as soon as for somem
and i the condition

min
k∈[1,...,i]

[

kI(P̂ck(m),yn−i+k
n−i+1

) + (i − k)I(P̂ci
k+1(m),yn

n−i+k+1
)
]

≥ t2 ln M

}

9It may seem to the reader that the mutual information condition in (4) given by

min
k∈[1,...,i]

h

kI(P̂
ck(m),yn−i+k

n−i+1

) + (i − k)I(P̂ci

k+1
(m),yn

n−i+k+1
)
i

≥ t2 lnM

)

(2)

is convoluted, and that it could be replaced, for instance, by

iI(P̂ci(m),yn

n−i+1
) ≥ t2 ln M . (3)

Our choice is motivated by a technical consideration related to the false-alarm event induced byi last symbols that are generated partly
inside and partly outside the transmission period (see CaseII of the proof of Lemma 2).
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1 1

0⋆ = 0

ε

ε

Fig. 4. A binary symmetric channel has a sphere packing boundat zero rate,Esp(R = 0, Q) given bymaxP minV :I(PV )=0 D(PV ||PQ),
that can be smaller compared toα(Q). Specifically, Theorem 1 yieldsα(Q) = ε ln[ε/(1− ε)]+ (1− ε) ln[(1− ε)/ε] and it can be checked
that Esp(R = 0, Q) ≤ 0.5 ln[0.5/(1 − ε)] + 0.5 ln[0.5/ε]. ThereforeEsp(R = 0, Q) ≤ 0.5(1 + o(1))α(Q) asε → 0.

1

0

1

0

⋆ = −1
1/2

1/2

Fig. 5. Example of a channel for whichα(Q, 0) = limR↓0 α(Q,R).

holds. With the mutual information condition alone, however, it was not possible to prove that
reliable communication can be achieved for asynchronism exponents higher than the capacity
of the channel.

B. Continuity ofα(·, Q) at R = 0

We discuss the continuity ofα(·, Q) at R = 0 in light of Theorem 2. The right hand side
of inequalityb, the sphere packing bound, is associated to the miss-isolation error event of the
sent codeword associated with the coding scheme discussed in III-A (this will be seen in the
proof of Theorem 2). Therefore, regardless of the rate, any achievable synchronization exponent
α obtained via Theorem 2 is bounded by the sphere packing exponent at zero rate, which can
be smaller than the synchronization threshold (see Fig. 4 for an example). This motivates the
conjecture thatα(Q, 0) 6= limR↓0 α(Q, R) in general.

Note that there are channels for which the asynchronism exponent function is continuous at
zero rate, such as the one given in Fig. 5. Indeed, in this caseα(Q) = ln 2 by Theorem 1. Then,
considering the three inequalities given in Theorem 2, lett1 = 0 and let the input distribution
P be defined asP (1) = p = 1 − P (0) for some fixedp ∈ (0, 1/2). With this choice oft1 and
P the inequalitya holds for any finiteα (the infimum is infinite) and inequalityc holds for any
t2 > 1 since its right hand side is strictly positive. We now focus on the inequalityb. Observe
that any channelV 6= Q with inputs 0 and 1 gives D(PV ||PQ) = +∞. Therefore, for any
δ ∈ (0, 1) and t2 > 1 the right hand side of the inequalityb is infinite if Q satisfies

t2α

δ(t2 − 1)
< I(PQ) , (5)

and zero otherwise. Now pick an arbitrarily smallµ > 0 and chooseP with p sufficiently close
to 1/2 so that

I(PQ) ≥ α(Q) − µ/2 . (6)

We conclude from (5) and (6) that, by choosingδ close enough to one andt2 large enough, any
asynchronism exponent

α ≤ α(Q) − µ

can be achieved at all rates up toI(PQ)/t2.
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y(1) y(2) . . . . . . y(s)

Fig. 6. Parsing of the received sequence of maximal lengthA+N −1 into s blocksy(1), y(2), . . . , y(s) of lengthN , wheres is the integer
part of (A + N − 1)/N .

IV. A NALYSIS

In this section we prove the converse and the direct part of Theorem 1. The converse shows
that no coding strategy achieves vanishing error probability while operating at an asynchronism
exponent higher thanα(Q). For the direct part we show that the coding scheme proposed in
Section III-A can reliably operate arbitrarily closely to the asynchronism exponentα(Q). By
extending the analysis of this scheme we will prove Theorem 2. The difference between the
achievability schemes of Theorem 1 and 2 lies in the codebooks. For Theorem 1 the codebook
is randomly generated according to a certain distributionP , while for Theorem 2 we impose
that each codeword is (essentially) of constant composition P uniformly over its length.
Proposition 1 (Converse). Suppose thatQ(y|⋆) > 0 for all y ∈ Y . Then no coding strategy
achieves an asynchronism exponent strictly greater than

max
x∈X

D(Q(·|x)||Q(·|⋆)) .

Proposition 1 assumes thatQ(y|⋆) > 0 for all y ∈ Y . Indeed, ifQ(y|⋆) = 0 for somey ∈ Y it
will shown in Proposition 2 that reliable communication canbe achieved irrespectively of the
exponential growth rate of the asynchronism level with respect to the blocklength.

Proof of Proposition 1: Suppose there are two equally likely messages,m and m′, and
that the decoder is given the sequence of maximal lengthy1, y2, . . . , yA+N−1. We make the
hypothesis that each codewordc(m) and c(m′) uses one symbol repeatedN times. The case
where each codeword uses multiple symbols is obtained by a straightforward extension of the
single symbol case and is therefore omitted. Also, we optimistically assume that the receiver is
cognizant of the fact that the sent message is delivered during one of thes distinct time slots
of durationN , wheres is the integer part of(A + N − 1)/N , as shown in Fig. 6. An easy
computation shows that, given a sequenceyA+N−1, the maximum a posteriori decoder declares
messagem or m′ depending whether the sum

s
∑

l=1

z(y(l))

is positive of negative,10 with

z(y(l)) ,

[

Q(y(l)|c(m))

Q(y(l)|⋆)
− Q(y(l)|c(m′))

Q(y(l)|⋆)

]

(7)

and whereQ(y(l)|c(m)) denotes the probability of thelth blocky(l) of sizeN given the codeword
c(m), and whereQ(y(l)|⋆) refers to the same probability now conditioned on the stringof N
consecutive⋆. The probability of the error eventE is hence lower bounded as

P(E) ≥ 1

2

[

Pm

(

s
∑

l=1

z(Y (l)) < 0

)

+ Pm′

(

s
∑

l=1

z(Y (l)) > 0

)]

wherePm refers to the probability conditioned on messagem being sent. Note that underPm

and Pm′ the z(Y (l)) are all i.i.d. according to the noise distribution except for z(Y (ν)) whose
distribution depends on the sent message.

10If the sum is zero the decoder declares one of the two messagesat random.
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Let Tm be the set of sequencesyN that are strongly typical with respect toQ(·|c(m)) [5,
p.33], i.e, any sequenceyN ∈ Tm satisfies|n(y; yN)/N − Q(y|c(m))| < µ wheren(y; yN) is
the number of times the symboly appears inyN . We choose the strong typicality constantµ to
be so that0 < µ ≪ 1 and the blocklengthN large enough thatPm(Y (ν) ∈ Tm) ≥ 1 − µ. We
defineTm′ analogously. Further, we defineh to be equal tomaxyN∈Tm∪Tm′ |z(yN)|. Using the
independence ofz(Y (ν)) and

∑

l 6=ν z(Y (l)) underPm we get

Pm

(

s
∑

l=1

z(Y (l)) < 0

)

≥ Pm

(

{Y (ν) ∈ Tm} ∩
{

∑

l 6=ν

z(Y (l)) < −h

})

≥ (1 − µ)P

(

s−1
∑

l=1

z(Y (l)) < −h

)

.

The sum in the argument of the last term above involvess − 1 independent random variables
distributed according toQ(·|⋆). For simplicity from now on we denote these random variables
by Zl instead ofz(Y (l)). We then deduce that

P(E) ≥
(

1 − µ

2

)

P

(

∣

∣

s−1
∑

l=1

Zl

∣

∣ > h

)

. (8)

In the remaining part of the proof we show that, ifs = e(α(Q)+ε)N , with ε > 0, the random walk
∑s−1

i=1 Zl crossesh with finite probability asN tends to infinity, proving the Proposition. At the
core of the argument lies the following Lemma whose proof is deferred to the Appendix.
Lemma 1. Let P be a distribution over some finite alphabetA = {a1, a2, . . . , a|A|} and suppose
that for some integers ≥ 1

3

sδ0
< min{P (a1), P (a2)}

for some constantδ0 ∈ (0, 1). Let P̂ be an empirical type11 overAs so thatmin{ P̂ (a1)
P (a1)

, P (a2)

P̂ (a2)
} ≥

δ0 and P̂ (a2) ≥ 1/s. Let P̄ be defined so that̄P (a1) = P̂ (a1) − 3
s
, P̄ (a2) = P̂ (a2) + 3

s
, and

P̄ (ai) = P̂ (ai) for any ai ∈ A\{a1, a2}. Then

P s(T (P̄ )) ≥ δP s(T (P̂ ))

for some strictly positive constantδ = δ(δ0), whereP s denotes the product distribution induced
by P overAs, and whereT (P̂ ) andT (P̄ ) denote the set of sequences of lengths with empirical
type P̂ and P̄ , respectively.
We use the lemma withA = {a : a = z(yN) for someyN ∈ YN}, s defined as the integer
part of eN(α+ε) for some arbitraryε > 0, andP defined asP (a) =

∑

yN :z(yN )=a Q(yN |⋆) for all
a ∈ A. Also, we leta1 = h, a2 be the symbol inA with the highest probability underP , and
P̂ be any distribution onA so that

∣

∣1 − P̂ (ai)
P (ai)

∣

∣ < µ for i ∈ {1, 2}. In the sequel we label such

distributionsP̂ as ‘typical types.’ We now assume thats, P , P̂ , a1, anda2 satisfy the hypothesis
of Lemma 1 and will show it at the end of the proof.

Suppose by contradiction that the right hand side of (8) goesto zero asN → ∞, i.e., that

P s

(

∣

∣

s
∑

l=1

Zl

∣

∣ ≤ h

)

≥ 1 − ρ (9)

11An empirical type overAs is a distributionP̂ over A so thatP̂ (a) is an integer multiple of1/s, for all a ∈ A.
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for any arbitraryρ > 0 and N large enough. Assume for the moment that (9) implies forN
large enough

P s

(

{

∣

∣

s
∑

l=1

Zl

∣

∣ ≤ h

}

∩
{

Zs has a typical typêP

}

)

≥ 1 − µ − ρ . (10)

This implication will be shown at the end of the proof. Now, for a given typical typeP̂ let P̄
be defined as in Lemma 1. Observe that ifZs belongs to the event

{

∣

∣

s
∑

l=1

Zl

∣

∣ ≤ h

}

∩
{

Zs has typical typeP̂

}

thenZs has a typeP̂ that yields aP̄ whose type class12 belongs to the event13

{

∣

∣

s
∑

l=1

Zl

∣

∣ > h

}

.

Hence, from Lemma 1 and (10) there exists someδ > 0 so that

P s

(

∣

∣

s
∑

l=1

Zl

∣

∣ > h

)

≥ δ(1 − µ − ρ) (11)

for N large enough, which is in contradiction with (9) forρ small enough. We conclude that
P
(
∣

∣

∑s
l=1 Zl

∣

∣ > h
)

is asymptotically bounded away from zero, and so is the righthand side of
(8).

To conclude the proof we need to justify the steps from (9) to (10) and we need to check that
P and P̂ satisfy the hypothesis of the lemma with our choice ofa1 anda2. For this last check,
first note thatz(yN) depends only on the type ofyN . Without loss of generality we assume that
h is achieved by a type inTm. Hence we have14

P (a1) ,
∑

yN∈Tm

Q(yN |⋆)

≥ e−ND(Q(·|x)||Q(·|⋆))(1+η) poly(N)

wherex is theN times repeated symbol for the codewordc(m), and whereη = η(µ) > 0 goes
to zero asµ vanishes. It follows thatsP (a1) grows exponentially withN providedµ is small
enough. Thus the condition1/(sδ0) < P (a1) is trivially satisfied for anyδ0 ∈ (0, 1). Also, our
choice ofa2 gives1/(sδ0) < P (a2) for any δ0. This is becauseP (a2) ≥ poly(N) since there
are polynomially many types of lengthN and thata2 is generated by the type of the highest
probability. Finally, that the conditionsmin{ P̂ (a1)

P (a1)
, P (a2)

P̂ (a2)
} ≥ δ0 and P̂ (a2) ≥ 1/s are satisfied

follows from the definition ofP̂ .
Finally we show that

P s
(

Zs has typical typeP̂
)

12The type class of̄P is the set of all sequenceszs that have typeP̄ .
13This step follows by noting first thata1 = eND((Q(·|x)||Q(·|⋆))(1+o(1)) as µ → 0 and N → ∞, and second thata2/a1 = o(1) as

N → ∞ (for µ > 0 small enough).
14Throughout the paper we use the notationpoly(N) to denote any term that is either a polynomial inN or the inverse of a polynomial

in N .



13

can be made arbitrarily close to one asN tends to infinity, justifying the step from (9) to (10).
Using Chebyshev’s inequality and the fact that the varianceof a binomial is dominated by its
expectation we get15

P s

(

∣

∣

∣

∣

P̂Zs(a1)

P (a1)
− 1

∣

∣

∣

∣

≥ µ

)

= P s

(

∣

∣

s
∑

l=1

11a1(Zl) − sP (a1)
∣

∣ ≥ sµP (a1)

)

≤ 1

sµ2P (a1)

which goes to zero asN → ∞ since we proved above thatsP (a1) grows (exponentially) with
N . A similar argument shows thatP s(|P̂Zs(a2)/P (a2)−1| ≥ µ) vanishes asN increases. Since

P s
(

Zs has typical typeP̂
)

= P s

(

∣

∣

∣

∣

P̂Zs(ai)

P (ai)
− 1

∣

∣

∣

∣

< µ, i = 1, 2

)

the claim is proved.

The direct part of Theorem 1 is obtained by a random coding argument associated with the
scheme presented in Section III-A. We assume that all the components of all codewords are
chosen i.i.d. according to some distributionP to be specified later. Given that messagem starts
being emitted at timel, we bound the probability of error as

Pm,l(E) ≤ Pm,l( min
m′ 6=m

τm′ < l + N − 1) + Pm,l(τm ≥ l + N)

with τm as defined in (4), which is interpreted as the sum of the probability of false-alarm and
the probability of missing the correct codeword. In order toupper bound the above two terms,
let us define the eventE(m, n, i, k) as the intersection of the events

kI(P̂Ck(m),Y n−i+k
n−i+1

) + (i − k)I(P̂Ci
k+1(m),Y n

n−i+k+1
) ≥ t2 ln M

and iD(P̂Y n
n−i+1

||Q(·|⋆)) ≥ t1 ln M . Also letE(m, n, i) = ∩k=1,2,...,iE(m, n, i, k). We interpret
E(m, n, i) as the event that messagem is declared at timen by observing the lasti symbols.
With these definitions we have16

Pm,l( min
m′ 6=m

τm′ < l + N − 1) ≤
∑

m′ 6=m
n∈[1,...,A+N−1]

i∈[1,...,N∧n]

Pm,l (E(m′, n, i)) (12)

from the union bound, and

Pm,l(τm ≥ l + N) ≤ Pm,l(E(m, l + N − 1, N)c) . (13)

Lemmas 2 and 3 below upper bound the right hand sides of (12) and (13).
We denote byP, PX , andPY the set of all distributions onX ×Y , X , andY respectively.

Later we will also usePY|X to denote the set of conditional distributions of the formV (y|x)
with x ∈ X andy ∈ Y . Further we denote byPn the set of all types of lengthn overX × Y ,
and similarly forPX

n andPY
n . As mentioned earlier, the notationpoly(N) is used for a term

that grows no faster than polynomially inN .

15Here11a1
(Zl) equals 1 ifZl = a1, zero else.

16The notationa ∧ b is used for the minimum ofa and b.
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Lemma 2 (false-alarm). Assume the codebook to be randomly generated so that each sample of
each codeword is i.i.d. according to some distributionP . For any threshold constantst1, t2 ∈ R

and asynchronism levelA ≥ 1
∑

m′ 6=m
n∈[1,...,A+N−1]

i∈[1,...,N∧n]

Pm,l (E(m′, n, i)) ≤ (M−(t1+t2−1)A + M−(t2−1)) poly(N) .

Notice that the above bound on the false-alarm error probability does not depend onP . Also
notice that ift1 + t2 ≤ 1 or t2 ≤ 1 the lemma is trivial.

Proof of Lemma 2:
We distinguish the cases whenE(m′, n, i) is generated outside the message transmission

period and when it is generated partly outside and partly inside the message transmission period.
In both cases we will use the identity

D(V ||P1P2) = I(V ) + D(VX ||P1) + D(VY ||P2) , (14)

whereV denotes any distribution onX × Y with marginalsVX andVY , and whereP1 andP2

are any distributions onX andY respectively.
Case I: E(m′, n, i) is generated outside the message transmission period (i.e., n < l or

n − i + 1 ≥ l + N)
By definition E(m′, n, i) ⊂ E(m′, n, i, i), hence from Theorem12.1.4 [4] and (14) we get

Pm,l (E(m′, n, i)) ≤ Pm,l(E(m′, n, i, i))

≤
∑

V ∈Pi
iI(V )≥t2 ln M

iD(VY ||Q(·|⋆))≥t1 lnM

e−iD(V ||PQ(·|⋆))

≤
∑

V ∈Pi
iI(V )≥t2 ln M

iD(VY ||Q(·|⋆))≥t1 lnM

e−iI(V )−iD(VY ||Q(·|⋆))

≤ (i + 1)|X ||Y|M−t2M−t1

≤ poly(N)M−t2M−t1 (15)

where the last two inequalities hold since|Pi| ≤ (i + 1)|X ||Y| by Lemma 2.2 [5] and because
i ≤ N .

Case II: E(m′, n, i) is generated partly outside and partly inside the message transmission
period (i.e.,n ≥ l and n − i + 1 ≤ l + N − 1)
Here the eventE(m′, n, i) involves the output random variablesYn−i+1, Yn−i+2, . . . , Yn, the first
k being distributed according to the noise distribution, andthe remainingi− k according to the
distribution induced by the sent codeword. Since, by definition, E(m′, n, i) ⊂ E(m′, n, i, k) for
any k ∈ [0, 1, . . . , i], a similar computation as for CaseI based on the identity (14) yields

Pm,l (E(m′, n, i)) ≤ Pm,l (E(m′, n, i, k))

≤
∑

V1∈Pk ,V2∈Pi−k

kI(V1)+(i−k)I(V2)≥t2 lnM

e−kD(V1||PQ(·|⋆))−(i−k)D(V2||PPY )

≤
∑

V1∈Pk ,V2∈Pi−k

kI(V1)+(i−k)I(V2)≥t2 lnM

e−kI(V1)−(i−k)I(V2)

≤ poly(N)M−t2 (16)
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wherePY (y) ,
∑

x∈X P (x)Q(y|x).
Combining the casesI andII we get

∑

m′ 6=m
n∈[1,...,A+N−1]

i∈[1,...,N∧n]

Pm,l (E(m′, n, i)) ≤ (M−(t1+t2−1)A + M−(t2−1)) poly(N)

yielding the desired result.
Lemma 3 (miss). Assume the codebook to be randomly generated so that each sample of each
codeword is i.i.d. according to some distributionP . For any threshold constantst1 ≥ 0 and
t2 ≥ 0

Pm,l(E(m, l + N − 1, N)c)

≤ poly(N)
(

exp
[

− N inf
V ∈PY

D(V ||Q(·|⋆))<t1 lnM/N

D(V ||PY )
]

+ exp
[

− N min
V ∈P

I(V )≤t2 ln M/N

D(V ||PQ)
]

)

wherePY (y) =
∑

x∈X P (x)Q(y|x). (The infimum is defined to be equal to+∞ whenever the
set over which it is defined is empty.).

Proof: The union bound yields

Pm,l(E(m, l + N − 1, N)c)

≤ Pm,l(ND(P̂Y l+N−1
l

||Q(·|⋆)) < t1 ln M)

+
∑

k∈[1,...,N ]

Pm,l

(

kI(P̂Ck(m),Y l+k−1
l

) + (N − k)I(P̂CN
k+1(m),Y l+N−1

l+k
) ≤ t2 ln M

)

. (17)

For the first term on the right hand side of (17) we get

Pm,l(ND(P̂Y l+N−1
l

||Q(·|⋆)) < t1 ln M) ≤ poly(N) exp
[

− N inf
V ∈PY

D(V ||Q(·|⋆))<t1 lnM/N

D(V ||PY )
]

wherePY (y) ,
∑

x∈X P (x)Q(y|x). To prove the lemma we now show that the second term on
the right hand side of (17) can be bounded as

∑

k∈[1,...,N ]

Pm,l

(

kI(P̂Ck(m),Y l+k−1
l

) + (N − k)I(P̂CN
k+1(m),Y l+N−1

l+k
) ≤ t2 ln M

)

≤ poly(N) exp
[

− N min
V ∈P

I(PV )≤t2 lnM/N

D(V ||PQ)
]

.

This is done by the following inequalities
∑

k∈[1,...,N ]

Pm,l

(

kI(P̂Ck(m),Y l+k−1
l

) + (N − k)I(P̂CN
k+1(m),Y l+N−1

l+k
) ≤ t2 ln M

)

≤
∑

V ∈Pk,W∈PN−k

kI(V )+(N−k)I(V )≥t2 ln M

e−kD(V ||PQ)−(N−k)D(V ||PQ)

≤ poly(N) exp
[

− N min
δ∈[0,1]

min
(V,W )∈Sδ

(δD(V ||PQ) + (1 − δ)D(W ||PQ))
]

= poly(N) exp
[

− N min
V ∈P:I(V )≤ t2 ln M

N

D(V ||PQ)
]

(18)

where we defined

Sδ = {V, W ∈ P : δI(V ) + (1 − δ)I(W ) ≥ t2 ln M}
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and where the equality in (18) is justified in Lemma 7 given in the Appendix.
The following Proposition establishes the direct part of Theorem 1 and will be proved using
Lemmas 2 and 3.
Proposition 2 (Achievability). For a channelQ with strictly positive capacity, any asynchronism
exponent strictly less than

max
x

D(Q(·|x)||Q(·|⋆))

is achievable by a coding strategy that satisfieslimN→∞ ln M/N > 0.
Proof: Using Lemmas 2 and 3 we get for anyA ≥ 1, t1 ≥ 0, t2 > 1, and distributionP

P(E) ≤ poly(N)

(

M−(t1+t2−1)A + M−(t2−1)

+ exp
[

− N inf
V ∈PY

D(V ||Q(·|⋆))<t1 lnM/N

D(V ||PY )
]

+ exp
[

− N min
V ∈P

I(V )≤t2 ln M/N

D(V ||PQ)
]

)

(19)

where PY (y) =
∑

x P (x)Q(y|x). We focus on the four terms inside the large brackets of
the above expression. For now we assume thatQ(y|⋆) > 0 for all y ∈ Y , implying that
D(PY ||Q(·|⋆)) < ∞ for any input distributionP . The case whereQ(y|⋆) = 0 for somey ∈ Y
is considered at the end of the proof.

Pick an input distributionP so thatI(PQ) > 0 and D(PY ||Q(·|⋆)) > 0 (this is possible
sinceC(Q) > 0), fix t2 > 1, and letµ > 0 be a small constant (later we will taket2 → ∞ and
µ → 0). Then choosing the ratioln M/N > 0 and the constantt1 ≥ 0 so that

t2 ln M

N
= I(PQ) − µ/2 (20)

and
t1 ln M

N
= D(PY ||Q(·|⋆)) − µ/2 , (21)

the second, third, and fourth term inside the large bracketsin (19) decay exponentially withN .
Now for the first term. From (20) and (21) we get

t1 + t2 =
N

ln M
(D(PY ||Q(·|⋆)) + I(PQ) − µ) . (22)

For the first term to go to zero exponentially withN we further chooseA = M t1+t2−(1+µ), or,
equivalently using (20) and (22)

A = eN(D(PY ||Q(·|⋆))+I(PQ)−µ− lnM
N

(1+µ))

= e
N

“

D(PY ||Q(·|⋆))+I(PQ)−µ− 1+µ
t2

(I(PQ)−µ/2)
”

. (23)

Sinceµ can be made arbitrarily small andt2 arbitrarily large we conclude from (23) that, as
long asA = eNα with

α < D(PY ||Q(·|⋆)) + I(PQ) (24)

the right hand side of (19) goes to zero asN tends to infinity. Maximizing the right hand side
of (24) over the input distributionsP givesD(Q(·|x)||Q(·|⋆)), yielding the desired result. To
prove this we show that17

sup
P

D(PY ||Q(·|⋆))>0
I(PQ)>0

(D(PY ||Q(·|⋆)) + I(PQ)) = max
x

D(Q(·|x)||Q(·|⋆)) . (25)

17The domain over which the supremum is taken is nonempty sinceC(Q) > 0.
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Since we assumed thatQ(y|⋆) > 0 for all y ∈ Y , we have thatD(PY ||Q(·|⋆)) + I(PQ) is
continuous inP and therefore

sup
P

D(PY ||Q(·|⋆))>0
I(PQ)>0

(D(PY ||Q(·|⋆)) + I(PQ)) = max
P

(D(PY ||Q(·|⋆)) + I(PQ)) .

Rewriting D(PY ||Q(·|⋆)) + I(PQ) we get

D(PY ||Q(·|⋆)) + I(PQ) =
∑

x

P (x)D(Q(·|x)||Q(·|⋆)) ,

hence

sup
P

D(PY ||Q(·|⋆))>0
I(PQ)>0

(D(PY ||Q(·|⋆)) + I(PQ)) = max
x

D(Q(Y |x)||Q(·|⋆)) .

We now focus on the case whereQ(y|⋆) = 0 for somey ∈ Y . Pick an input distributionP
such thatI(PQ) > 0 andD(PY ||Q(·|⋆)) = ∞ — one possibility is to takeP as the uniform
distribution overX . Again consider the four terms into large brackets in (19). Fix t2 > 1 and
fix the ratio ln M/N so that0 < t2 lnM

N
< I(PQ). It follows that the second and fourth term

decay exponentially withN . Now, with our choice of input distribution note that the third term
decays exponentially withN , irrespectively of how larget1 is. By letting A = M t1 it follows
that the four terms decay exponentially withN , irrespectively of the exponential growth rate
of A with respect toN . Hence, whenQ(y|⋆) = 0 for somey ∈ Y , an asynchronism exponent
arbitrary large can be achieved.

(Note that above we always assumedln M/N to be some strictly positive constant. Therefore
the second part of the claim of the proposition follows.)

To prove Theorem 2 we consider the same random coding argument used in proving Propo-
sition 2, except that we modify the random codebook ensembleso that each codeword now
satisfies a certain prefix condition. This condition will allow us to treat the codewords as being
essentially of constant composition (see, e.g.,[5, p.117]) uniformly over their length, yielding
an improved error probability exponent compared to the casewhere the codewords are i.i.d.P .

The random construction of a codebook satisfying the prefix condition is obtained as follows.
Given a messagem, the codewordcN(m) is generated so that all of its symbols are i.i.d.
according to a distributionP . If the obtained codeword does not satisfy the prefix condition
we discard it and regenerate a new codeword until the prefix condition is satisfied. The prefix
condition requires that all prefixesci(m) of size i greater thanN/ ln N have empirical type
P̂ci(m) close toP , in the sense that||P − P̂ci(m)|| ≤ 1/ lnN .18 If N is large enough, with
overwhelming probability a random codeword will satisfy the prefix condition. Indeed, by the
union bound, the probability of generating a sequencecN(m) that does not satisfy the prefix
condition is upper bounded byN exp

[

−
∣

∣Θ (N/(ln N)3)
∣

∣

]

, which tends to zero asN tends to
infinity. This proves the following lemma.
Lemma 4. The probability that a sequenceC1, C2, . . . , CN of random variables i.i.d. according
to P does not satisfy the prefix condition tends to zero asN goes to infinity.
To prove Theorem 2 we will need Lemmas 5 and 6 that bound the probabilities of false-alarm
and miss assuming the codewords satisfy the prefix condition. Before establishing these lemmas

18Here || · || is the L1 norm. Also, the choiceN/ ln N for the minimum prefix size could be replaced by any functionf(N) so that
f(N) = o(N) while lnN/f(N) = o(1).
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we make a small digression on the growth rate ofM and N . Referring to the achievability
scheme of Section III-A, decoding may happen only ifi is so that the condition

min
k∈[1,...,i]

[

kI(P̂Ck(m),Y n−i+k
n−i+1

) + (i − k)I(P̂Ci
k+1(m),Y n

n−i+k+1
)
]

≥ t2 ln M

is satisfied. Thus, a lower bound on the values ofi for which decoding may happen isln M/ln |X |
since I(·) ≤ ln |X | and t2 > 1 . In order guarantee that, whenever decoding happens, only
codeword prefixes of size larger thanN/ ln N — the size of the smallest constant composition
prefix — are involved we impose thatM andN satisfy

N

lnN
≤ ln M

ln |X | . (26)

Lemma 5 (false-alarm, with prefix condition). Assume the codebook to be randomly generated
so that each codeword satisfies the prefix condition according to P , and assume that(26) holds.
For any threshold constantst1, t2 ∈ R and any asynchronism levelA ≥ 1

∑

m′ 6=m
n∈[1,...,A+N−1]

i∈[1,...,N∧n]

Pm,l (E(m′, n, i)) ≤ poly(N)(M−(t1+t2−1+o(1))A + M−(t2−1+o(1)))

as N → ∞.
Lemma 6 (miss, with prefix condition). Assume the codebook to be randomly generated so that
each codeword satisfies the prefix condition according toP and assume that(26) holds. For
any t1 ≥ 0 and t2 > 0

Pm,l(E(m, l + N − 1, N)c)

≤ poly(N)
(

exp
[

− N inf
V ∈PY|X

D((PV )Y ||Q(·|⋆))<t1 ln M/N

D((PV )Y ||PY )(1 + o(1))
]

+ exp
[

− N min
V ∈PY|X

I(PV )≤t2 lnM/N

D(PV ||PQ)(1 + o(1))
]

)

(27)

as N → ∞, wherePY (y) =
∑

x∈X P (x)Q(y|x).
Comparing Lemma 2 with Lemma 5 and Lemma 3 with Lemma 6 we see that the false-alarm

probability bounds are essentially the same with and without the prefix condition, whereas for
the miss probability the bound is improved by the prefix condition. Note also that, for the miss
probability, the bound obtained with the prefix condition isthe sum of two terms that involve
convex optimizations, whereas the bound without the prefix condition involves a non convex
optimization, in general more difficult to handle. To prove Lemmas 5 and 6 we use similar
bounding techniques as in the proofs of Lemmas 2 and 3 together with the following argument.

Suppose{(Ci, Yi)}i=1,...,n is a sequence of i.i.d. pairs of random variables taking values in
X ×Y so that(C1, Y1) is distributed according to someJ ∈ P. It then follows, by Theorem [4,
Theorem 12.1.4], that for a given typeV = VXVY |X in Pn

P((Cn, Y n) has typeV ) ≤ e−nD(VXVY |X ||J) , (28)

which implies that

P((Cn, Y n) has typeV | Cn satisfies prefix condition)P(Cn satisfies prefix condition)

≤ e−nD(VXVY |X ||J) . (29)
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Now assuming thatn is larger thanN/ ln N , the size of the smallest codeword length that
satisfies the prefix condition, we have that

P((Cn, Y n) has typeV | Cn satisfies the prefix condition)

has nonzero probability only if||VX − P || ≤ 1/ ln N . Assuming so, since the probability that
Cn satisfies the prefix condition tends to one asn → ∞ (Lemma 4) we conclude from (29) and
by continuity ofD(·||J) that

P((Cn, Y n) has typeV | Cn satisfies prefix condition)≤e−nD(PVY |X ||J)(1+o(1)) (30)

asN → ∞.
Comparing (28) and (30) we see that the prefix condition essentially allows us to treatCn as

being of compositionP . Accordingly, to prove Lemmas 5 and 6 we follow the steps of the proofs
of Lemmas 2 and 3 and repeatedly use the above argument (without explicitly mentioning it
everywhere) in order to incorporate the prefix condition andchange the large deviations exponent
of the formD(VXVY |X ||J) to D(PVY |X ||J). The only additional technicality relates to the small
discrepancy that occurs because the prefix condition does not hold for small prefix lengths, i.e.,
lengths smaller thanN/ lnN . We recall thatM andN are assumed to satisfy (26).

Proof of Lemma 5:
Case I: E(m′, n, i) is generated outside the message transmission period (i.e., n < l or

n − i + 1 ≥ l + N)
A similar computation as in (15) yields asN → ∞

Pm,l (E(m′, n, i)) ≤ Pm,l(E(m′, n, i, i))

≤
∑

V ∈Pi,VX≈P
iI(V )≥t2 lnM

iD(VY ||Q(·|⋆))≥t1 ln M

e−iD(V ||PQ(·|⋆))(1+o(1))

≤
∑

V ∈Pi
iI(V )≥t2 lnM

iD(VY ||Q(·|⋆))≥t1 ln M

e−i(I(V )+D(VY ||Q(·|⋆))(1+o(1))

≤ poly(N)M−t2−t1+o(1) .

whereVX ≈ P denotes||VX − P || ≤ 1/ lnN .
Case II: E(m′, n, i) is generated partly outside and partly inside the message transmission

period (i.e.,n ≥ l and n − i + 1 ≤ l + N − 1)
The eventE(m′, n, i) involves the output random variablesYn−i+1, Yn−i+2, . . . , Yn, the first k
being distributed according to the noise distribution, andthe remainingi − k according to the
distribution induced by the sent codeword. In order to deal with the discrepancy that results
because codeword lengths of size smaller thanN/ ln N do not satisfy the prefix condition, we
distinguish two cases.

• k ≥ N/ ln N and i − k ≥ N/ lnN
A similar computation as in (16) yields

Pm,l (E(m′, n, i)) ≤
∑

V ∈Pk ,W∈Pi−k
VX=P≈ε,WX≈P±ε

kI(V )+(i−k)I(W )≥t2 ln M

e−(kD(V1||PQ(·|⋆))+(i−k)D(V2||PPY ))(1+o(1))

≤
∑

V1∈Pk ,V2∈Pi−k

kI(V1)+(i−k)I(V2)≥t2 lnM

e−(kI(V1)+(n−i)I(V2))(1+o(1))

≤ poly(N)M−α+o(1)
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wherePY (·) ,
∑

x∈X P (x)Q(·|x).
• k < N/ ln N or i − k < N/ lnN

We consider only the casek < N/ ln N , the casei − k < N/ lnN being obtained in the
same way. SinceI(V ) ≤ ln |X | we have asN → ∞

Pm,l (E(m′, n, i)) ≤
∑

V ∈Pi−k ,VX≈P
(N/ ln N) ln |X |+(i−k)I(V )≥t2 ln M

e−(i−k)(D(V ||PPY )(1+o(1))

≤
∑

V ∈Pi−k ,VX≈P
(N/ ln N) ln |X |+(i−k)I(V )≥t2 ln M

e−(i−k)I(V )(1+o(1))

≤ poly(N)M−t2+o(1) .

Combining the casesI andII we get asN → ∞
∑

m′ 6=m
n∈[1,...,A+N−1]

i∈[1,...,N∧n]

Pm,l (E(m′, n, i)) ≤ (M−(t2−t1−1+o(1))A + M−(t2−1+o(1))) poly(N)

yielding the desired result.
Proof of Lemma 6: According to the proof of Lemma 3 we need to bound

Pm,l(ND(P̂Y l+N−1
l

||Q(·|⋆)) < t1 ln M)

and
∑

k∈[1,...,N ]

Pm,l

(

kI(P̂Ck(m),Y l+k−1
l

) + (N − k)I(P̂CN
k+1(m),Y l+N−1

l+k
) ≤ t2 ln M

)

.

For the first term we apply the argument that precedes Lemma 5 and immediately obtain

Pm,l(ND(P̂Y l+N−1
l

||Q(·|⋆)) < t1 ln M)

≤ poly(N) exp
[

− N inf
V ∈PY|X

D((PV )Y ||Q(·|⋆))<t1 ln M/N

D((PV )Y ||PY )(1 + o(1))
]

(31)

as N → ∞. For the second term we proceed along the lines of the set of inequalities (18)
and, similarly to the case II in the proof of Lemma 5, we separately consider the situations
k < N/ lnN andk ≥ N/ ln N . This yields

∑

k∈[1,...,N ]

Pm,l

(

kI(P̂Ck(m),Y l+k−1
l

) + (N − k)I(P̂CN
k+1(m),Y l+N−1

l+k
) ≤ t2 ln M

)

≤ poly(N) exp
[

− N min
V ∈PY|X

I(PV )≤t2 ln M/N

D(PV ||PQ)(1 + o(1))
]

asN → ∞, which concludes the proof.
Proof of Theorem 2:The proof is obtained by deriving bounds on the average decoding

delay (τ − ν)+ and on the error probability eventE. In what follows we assume that the ratio
ln M/N remains fixed asN → ∞ so that (26) is satisfied. This in turn allow us to use Lemmas
5 and 6. Also, from now on we assume thatP is so thatI(PQ) > 0.
The average decoding delay is bounded as

Em,l(τ − l)+ ≤ Em,l(τm − l)+

= Em,l(11τm<l+N(τm − l)+) + Em,l(11τm≥l+N(τm − l)+) (32)

where11τm≥l+N is equal one ifτm ≥ l + N , zero else.
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For the first term on the right hand side of (32) we have

Em,l(11τm<l+N(τm − l)+) ≤ j + NPm,l(τm ≥ l + j) , (33)

where19

j ,
t2 ln M(1 + 1/M)

I(PQ)
d(δ) ,

with

d(δ) ,
I(PQ)

min V ∈PY|X

D(PV ||PQ)≤δ

I(PV )
(34)

andδ = δ(M) = 1/
√

lnM . For now we assume that

j =
t2 ln M

I(PQ)
(1 + o(1)) asN → ∞ (35)

and show that the termNPm,l(τm ≥ l + j) goes to zero asN tends to infinity — the equality
(35) will be shown at the end of the proof. Using the inequality (27) with N replaced byj
yields

Pm,l(τm ≥ l + j) ≤ Pm,l (E(m, l + j − 1, j)c)

≤ poly(N)
(

exp
[

− j min
V ∈PY|X

I(PV )≤t2 ln M/j

D(PV ||PQ)(1 + o(1))
]

+ exp
[

− j inf
V ∈PY|X

D((PV )Y ||Q(·|⋆))<t1 ln M/j

D((PV )Y ||PY )(1 + o(1))
]

)

.

(36)

We evaluate the first term in the large brackets in (36). Expanding d(δ) in the definition ofj
we get

t2 ln M(1 + 1/M)

j
= min

V ∈PY|X :D(PV ||PQ)≤δ
I(PV ) (37)

implying that20

min
V ∈PY|X :I(PV )≤ t2 ln M

j

D(PV ||PQ) ≥ δ .

Sinceδ = 1/
√

ln M we obtain

exp
[

− j min
V ∈PY |X

I(PV )≤ t2 ln M
j

D(PV ||PQ)
]

≤ e−Θ(
√

ln M) . (38)

We now turn to the second term in the large brackets in (36). Since j = t2 ln M
I(PQ)

(1 + o(1)), we
assume thatP , t1 ≥ 0, andt2 > 1 satisfy

t1 <
t2D(PY ||Q(·|⋆))

I(PQ)
(39)

19The term1/M in the definition ofj can be replaced by any positive strictly decreasing function of M .
20Here we are using the fact that if for someε > 0 we haveminx:g(x)≤c f(x) = m + ε, thenminx:f(x)≤m g(x) ≥ c.
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so that
inf

V ∈PY|X

D((PV )Y ||Q(·|⋆))<t1 ln M/j

D((PV )Y ||PY ) > 0 ,

and hence

exp
[

− j inf
V ∈PY|X

D((PV )Y ||Q(·|⋆))<t1 ln M/j

D((PV )Y ||PY )
]

≤ e−Θ(ln M) . (40)

From (36), (38), and (40) we have

NPm,l(τm ≥ l + j) → 0 asN → ∞ ,

and using (33) and (35) it follows that

Em,l(11τm<l+N(τm − l)+) ≤ t2 ln M

I(PQ)
(1 + o(1)) . (41)

For the second term on the right hand side of the equality in (32) we get

Em,l(11τm≥l+N(τm − l)+) ≤ (A + N)Pm,l(τm ≥ l + N)

sinceτm ≤ A + N − 1. Further, using Lemma 6

Pm,l(τm ≥ l + N) ≤ Pm,l(E(m, l + N − 1, N)c)

≤ poly(N)
(

exp
[

− N inf
V ∈PY|X

D((PV )Y ||Q(·|⋆))<t1 lnM/N

D((PV )Y ||PY )(1 + o(1))
]

+ exp
[

− N min
V ∈PY|X

I(PV )≤t2 ln M/N

D(PV ||PQ)(1 + o(1))
]

)

,

and thus

Em,l(11τm≥l+N(τm − l)+)

≤ poly(N)A
(

exp
[

− N inf
V ∈PY|X

D((PV )Y ||Q(·|⋆))<t1 ln M/N

D((PV )Y ||PY )(1 + o(1))
]

+ exp
[

− N min
V ∈PY|X

I(PV )≤t2 ln M/N

D(PV ||PQ)(1 + o(1))
]

)

. (42)

Letting A = eNα with α ≥ 0 we have

Em,l(11τm≥l+N(τm − l)+) = o(1) asN → ∞
provided thatP , t1 ≥ 0, t2 > 1, and the ratioln M/N can be chosen so that the inequalities

α < inf
V ∈PY|X

D((PV )Y ||Q(·|⋆))≤t1 lnM/N

D((PV )Y ||(PQ)Y )

α < min
V ∈PY|X

I(PV )≤ t2 lnM
N

D(PV ||PQ) (43)

are satisfied. Therefore, if the inequalities from (39) and (43) are satisfied the delay is bounded
as

Em,l(τm − l)+ ≤ t2 ln M

I(PQ)
(1 + o(1)) . (44)
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We now bound the error probability. To that aim we consider the false-alarm and miss events
and obtain, by Lemmas 5 and 6

P(E) ≤ poly(N)

(

M−(t1+t2−1)(1+o(1))A + M−(t2−1)(1+o(1))

+ exp
[

− N min
V ∈PY|X

D((PV )Y ||Q(·|⋆))<t1 ln M/N

D((PV )Y ||(PQ)Y )(1 + o(1))
]

+ exp
[

− N inf
V ∈PY|X

I(PV )≤t2 ln M/N

D(PV ||PQ)(1 + o(1))
]

)

. (45)

Therefore, if in addition to the three inequalities given in(39) and (43) we impose that the ratio
ln M/N satisfies

ln M

N
≥ α

δ(t1 + t2 − 1)

for someδ ∈ (0, 1), the right hand side of (45) goes to zero asN tends to infinity, and using
(44) we deduce that the asynchronism exponentα can be achieved at rateI(PQ)/t2.

To summarize, ifP , t1 ≥ 0, t2 > 1, α, and the ratioln M/N satisfy the following conditions

a. α < inf
V ∈PY|X

D((PV )Y ||Q(·|⋆))<
t1α

δ(t1+t2−1)

D((PV )Y ||(PQ)Y )

b. α < min
V ∈PY|X

I(PV )≤ t2α
δ(t1+t2−1)

D(PV ||PQ)

c.
t1
t2

<
D((PQ)Y ||Q(·|⋆))

I(PQ)
(46)

d.
ln M

N
≥ α

δ(t1 + t2 − 1)
(47)

for someδ ∈ (0, 1), then the asynchronism exponentα can be achieved at rateI(PQ)/t2. Note
that if the conditionsa, b, andc are satisfied for someα, P , t1 ≥ 0, t2 > 1, andδ ∈ (0, 1) one
can always find chooseN/ ln M so that the conditiond is satisfied. Hence, if the conditionsa,
b, andc are satisfied for someα, P , t1 ≥ 0, t2 > 1, andδ ∈ (0, 1) the asynchronism exponent
α can be achieved at rateI(PQ)/t2.

To conclude the proof we show thatj = t2 ln M
I(PQ)

(1 + o(1)). To that aim we show thatd(δ) =

1 + o(1) asδ → 0. SinceI(PV ) is a continuous function over the compact set

{V ∈ PY|X : D(PV ||PQ) ≤ δ} , (48)

the minimum in the denominator of the right hand side of (34) is well defined, and so isd(δ).
We now show that forδ small enough, the set in (48) contains no trivial conditional probability
V , that is noV ∈ PY|X such thatV (·|x) is the same for allx ∈ X . This will imply that
d(δ) = 1 + o(1) as δ → 0.

Let W (x, y) = WX(x)WY (y) for all (x, y) ∈ X × Y . The identity (14) yields

D(PQ||W ) = I(PQ) + D(P ||WX) + D(PY ||WY )

≥ I(PQ) (49)
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wherePY (y) ,
∑

x∈X P (x)Q(y|x). Since the setPπ of product measures inP is compact and
D(PQ|| · ) is continuous overPπ, from (49) we have

min
W∈Pπ

D(PQ||W ) ≥ I(PQ) . (50)

Since I(PQ) > 0, from (50) one deduces thatminW∈Pπ D(W ||PQ) is strictly positive21 and
therefore the set (48) contains no trivial conditional probability. Therefore, forδ small enough
the denominator in the definition (34) is strictly positive,implying thatd(δ) is finite. We then
deduce thatd(δ) = 1 + o(1) asδ → 0.

V. CONCLUDING REMARKS

We introduced a new model for asynchronous and sparse communication and derived scaling
laws between asynchronism level and blocklength for reliable and quick decoding. Perhaps the
main conclusion is that even in the regime of strong asynchronism, i.e., when the asynchronism
level is exponential with respect to the codeword length, reliable and quick decoding can be
achieved.

At this point several directions might be pursued. Perhaps the first is the characterization of
the asynchronism exponent functionα(·, Q) at positive rates. In order to make this problem easier
one may want to consider a less stringent rate definition. Indeed, the definition of rate we adopted
considersE(τ−ν)+ as delay. As a consequence, in the exponential asynchronismlevel we mostly
focused on, it is difficult to guarantee high communication rate; even though the probability of
‘missing the codeword’ is exponentially small in the codeword length, once the codeword is
missed we pay a huge penalty in terms of delay, of the order of the asynchronism level which
is exponentially large in the codeword length. Therefore, instead of imposingE(τ − ν)+ to be
bounded by somed, we may consider a delay constraint of the formP((τ − ν)+ ≤ d) ≈ 1 and
define the rate asln M/d.

Another direction is the extension of the proposed model to include the event when no
message is sent; the receiver knows that with probability1 − p one message is sent and
with probability p no message is sent. For this setting ‘natural’ scalings between p and the
asynchronism level remain to be discovered.

Finally a word about feedback. We omitted feedback in our study in order to avoid a potential
additional source of asynchronism. Nevertheless since feedback is inherently available in any
communication system it is of interest to include, say, a one-bit perfect feedback from the
receiver to the transmitter. In this case variable length codes can be used and the asynchronism
level might be defined directly with respect toE(τ − ν)+ instead of the blocklength.

VI. A PPENDIX

Proof of Lemma 1:The binomial expansion forP s(T (P̂ )) (see, e.g., [4, equation 12.25])
gives

P s(T (P̂ )) =

(

s

sP̂ (a1), sP̂ (a2), . . . , sP̂ (a|A|)

)

∏

a∈A
P (a)sP̂ (a) .

Using the hypothesis onP , P̂ , and P̄ gives P̂ (ai) ≥ 3/s, i ∈ {1, 2}, hence

P s(T (P̄ ))

P s(T (P̂ ))
=

(

P (a2)

P (a1)

)3
(sP̂ (a1) − 2)(sP̂ (a1) − 1)(sP̂ (a1))

(sP̂ (a2) + 1)(sP̂ (a2) + 2)(sP̂ (a2) + 3)

=

(

P (a2)

P (a1)

)3
(

P̂ (a1)

P̂ (a2)

)3
(1 − 1/sP̂ (a1))(1 − 2/sP̂ (a1))

(1 + 1/sP̂ (a2))(1 + 2/sP̂ (a2))(1 + 3/sP̂ (a2))

≥ δ

21We use the fact thatD(P1||P2) = 0 if and only if P1 = P2.



25

for someδ = δ(δ0) > 0.
Lemma 7. For any distributionJ on X × Y and any constantr ≥ 0

min
t1∈[0,1]

min
V1,V2∈P

t1I(V1)+(1−t1)I(V2)≤r

t1D(V1||J) + (1 − t1)D(V2||J) = min
V ∈P

I(V )≤r

D(V ||J) .

Proof: If r ≥ I(J) the claim trivially holds, since the left and right hand sideof the above
equation equal to zero. From now on we assume thatr < I(J).

Define

a = min
t1∈[0,1]

min
V1,V2∈P

t1I(V1)+(1−t1)I(V2)≤r
I(V1)=I(V2)

t1D(V1||J) + (1 − t1)D(V2||J)

and

b = min
t1∈[0,1]

inf
V1,V2∈P

t1I(V1)+(1−t1)I(V2)≤r
I(V1)>I(V2)

t1D(V1||J) + (1 − t1)D(V2||J) .

Sincea = min V ∈P
I(V )≤r

D(V ||J) to prove the Lemma it suffices to show thatb ≥ min V ∈P
I(V )≤r

D(V ||J).

This is done via the following two claims proved below:
• claim i. minV :I(V )≤r D(V ||J) = minV :I(V )=r D(V ||J).
• claim ii. the functionf(r) , minV :I(V )=r D(V ||J) is convex.

Using the above claims we have

b = inf
r1>r2

r−r2
r1−r2

r2+
r1−r
r1−r2

r1=r

r − r2

r1 − r2

f(r1) +
r1 − r

r1 − r2

f(r2)

≥ f(r)

and thereforeb ≥ min V ∈P
I(V )≤r

D(V ||J).

The proof of the above claims is based on the convexity ofD(J1||J2) in the pair(J1, J2)
(see, e.g., [5, Lemma 3.5, p.50]). For claim i, letr > 0 and suppose thatI(V ) < r.22 By defining
V̄ = λV + (1 − λ)J with λ ∈ [0, 1) we haveD(V̄ ||J) < D(V ||J) by convexity. On the other
hand lettingVX andVY denote the left and right marginals ofV we have we have

I(V̄ ) = D(λV + (1 − λ)J ||λVXVY + (1 − λ)JXJY )

= λD(V ||VXVY ) + (1 − λ)D(J ||JXJY )

= λI(V ) + (1 − λ)I(J)

< r

where the inequality holds forλ sufficiently close to one. ThereforēV strictly improves upon
V and claim i follows.23

For claim ii, let V1 andV2 achievef(r1) and f(r2), for somer1 6= r2, and letV = λV1 +
(1 − λ)V2. By convexity we have

D(V ||J) ≤ λD(V1||J) + (1 − λ)D(V2||J)

= λf(r1) + (1 − λ)f(r2)

andI(V ) ≤ r. This yields claim ii.

22If r = 0 the claim holds trivially.
23Notice that in [5, p.169] a similar argument holds for the sphere packing exponent.
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