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Abstract—We focus on the problem of streaming over a blockage channel with long feedback delay, as arises in real-time satellite communication from a comm-on-the-move (COTM) terminal. For this problem, we introduce a definition of delay that captures the real-time nature of the problem, which we show grows at least as fast as $O(\log(k))$ for memoryless channels, where $k$ corresponds to the number of packets in the transmission. Moreover, we show that a tradeoff exists between this delay and a natural notion of throughput that captures the bandwidth requirements of the communication. We develop and analyze an efficient “multi-burst” transmission (MBT) protocol for achieving good delay-throughput tradeoffs within this framework, which we show to be robust and near-optimal within the class of retransmission protocols with fixed schedules. The MBT protocol can be augmented with coding for additional performance gains. Simulations validate the new protocols, as well as when are bandwidth and delay constraints.

Index Terms—real-time communication; communications-on-the-move (COTM); ARQ; incremental redundancy; scheduling; packet-loss channel

I. INTRODUCTION

In recent years, military satellite communication capabilities are being extended to communications-on-the-move (COTM) terminals at the tactical edge. One challenge for on-the-move communication is channel blockage caused by foliage or buildings as terminals traverse rural or urban environments. These channels can be modeled as packet error channels with certain channel statistics. In addition to blockage, satellite communication suffers from long round-trip time (RTT). Hence, after a packet is transmitted, the transmitter has to wait a significant fraction of a second before an acknowledgment (ACK) is received indicating that the blockage was successful.

For non-real-time traffic such as bulk data transfers, forward error correction (FEC) provides a natural solution. Moreover, rateless schemes allow optimality even when there is no statistical model for the channel. Indeed, examples such as digital fountain codes [1], [2] and Raptor codes [3] are able to achieve near-optimal delay and throughput simultaneously.

In particular, an arbitrarily long sequence of coded bits is sent through the erasure channel until sufficiently many bits are received to enable decoding. The number of bits required for decoding is only slightly greater than the number of data bits, so that the code operates close to capacity. With such protocols, a single bit of feedback suffices to terminate the transmission. Moreover, provided the message size is large, the inefficiency due to feedback delay is small.

For real-time traffic consisting of a stream of (ordered) packets that are both generated and consumed in real time—such as arises when watching a real-time surveillance video or having a voice conversation—ARQ methods can be used. The retransmission protocol ensures reliable delivery of the ordered packets. However, existing ARQ methods typically do not work well for severely-blocked, long-delay channels, nor when very low delay is required.

Basic types of ARQ protocols include stop-and-wait ARQ, go-back-N ARQ, and selective repeat (SR) ARQ. In the SR-ARQ generally considered the most efficient of these. In all three variants, a packet is retransmitted only if the transmitter knows that the previous transmission is lost. This avoids any unnecessary retransmissions. However, when the channel loss rate is high, there is a non-negligible probability that it would take several retransmissions for a packet to get through. For example, for a channel that is blocked half of the time, there is a 25% chance that a packet would suffer two failed retransmissions and would thus take at least two RTT to be received. Furthermore, when ordered packet delivery is required, one packet that is not received delays all packets that come after. For a long stream, the probability of at least one packet requiring many retransmissions, which implies a large delay for the whole stream, is high.

Hybrid ARQ (HARQ) schemes that utilize FEC reduce the number of retransmissions by lowering the effective channel loss rate [4]–[6]. However, existing HARQ schemes do not perform well when the blockage probability is not low: in [7], a HARQ technique was applied to interactive voice over a moderately blocked satellite channel as a COTM terminal was driven in a city environment, resulting in poor user experience. In order to be effective in more severe conditions, the kinds of FEC traditionally used would have to span many independent channel realizations lasting many RTT, and inducing large delays. For some real-time applications, it may be desirable to achieve shorter delays (on the order of a few RTT). In the extreme, a user may require the minimum delay that the channel allows, corresponding to every packet being delivered as soon as the physical channel becomes unblocked after the packet is generated—despite any cost in throughput this would
incur. This kind of tradeoff is not offered by traditional ARQ.

In this paper, we explicitly consider the above tradeoff and propose a class of multi-burst transmission (MBT) schemes that achieve lower delay at the expense of throughput by allowing preemptive retransmission, the amount of which can be adjusted between two extremes. One extreme has no preemptive retransmission, corresponding to ARQ. The other extreme uses as much preemptive retransmission as is necessary to achieve the minimum delay allowed by the physical channel. Between the two extremes our MBT schemes achieve an efficient throughput-delay tradeoff. Given a target delay, MBT starts with relatively little preemptive retransmission, then increases the amount as a packet’s delivery deadline approaches, corresponding to changing the strategy from one extreme to the other in time. This allows more efficient bandwidth utilization when there is a low risk of missing the target delay.

This paper builds on our initial results in [8], [9], further developing, analyzing and optimizing the scheme. Among other results, we show that such schemes can be designed to be robust to mismatch in the channel model, and that the MBT delay-throughput tradeoff achieved is nearly optimal within a rather natural class of retransmission strategies, even when practical considerations are taken into account. To develop the key insights, our analysis in this paper largely focuses on memoryless channels; a more detailed development of the case of channels with memory is contained in [10].

There have been a variety of other delay-focused investigations, under different feedback assumptions. For example, in [11], [12], an efficient approach is described for achieving the minimum possible delay at maximum possible throughput in such streaming scenarios, when no feedback is available. Additional examples of work beyond individual links include [13], which studies methods for achieving low delay via network coding and immediate feedback with zero delay.

An outline of the paper is as follows. Section II introduces the system model of interest and defines natural throughput and delay performance metrics. Section III discusses some key baseline retransmission protocols: two extreme strategies and a conceptual genie-assisted system for lower bounding delay in our analysis. Section IV develops the MBT schemes, analyzing and optimizing their delay and throughput performance, and Section V, introduces coded extensions of MBT, the performance benefits of which are developed via simulations. Section VI investigates practical considerations, including the impact of peak bandwidth constraints, maximum delay constraints, and having both simultaneously. Finally, Section VII contains some concluding remarks.

II. SYSTEM MODEL AND PERFORMANCE METRICS

The model of interest is depicted in Fig. 1. A source generates a stream of mutually independent packets $p_1, p_2, \ldots$, of fixed size $R$ at the rate of 1 packet per time unit (TU) starting at time 1, such that the $k$th packet $p_k$ is generated at time $k$. A transmitter sends channel messages $c_k$ at time $k$, which are a causal function of the source packets, i.e., $c_k$ is only a function of $p_1, \ldots, p_k$. The channel has dynamic data bandwidth, allowing messages $c_k$ to have variable size $R_k = N_k R$, where $N_k > 0$ is arbitrary, though in this work we will generally restrict $N_k$ to integer values.

Traditionally, a streaming session would be allocated a fixed amount of data bandwidth enough to support the flow and the expected retransmissions. However, this fixed allocation has inefficiencies when the channel is dynamic. During periods when the channel happens to be blocked less than average, some data bandwidth are wasted; when the channel happens to be blocked more often, there may not be enough data bandwidth to perform all the retransmissions needed, thus incurring additional delay. Incorporating dynamic data bandwidth in the model allows for the possibility of adapting to channel variations in real time. This is possible when the flow of interest shares a physical channel (fixed bandwidth) with many other traffic flows from the same transmitter, and it has relatively lower rate but higher priority, so that it can transmit at higher instantaneous rates when needed. While our analytical study puts no limit on $N_k$ for simplicity, in practical systems, there would be a limit. This is addressed in Section VI-A.

The blockage channel is governed by a state sequence $s_t$, where the message $c_k$ is either received after a fixed delay $d_k$ if $s_k = 1$, or blocked if $s_k = 0$. The transmitter learns the channel state through an error-free packet acknowledgment fed back after a further delay of $d_c$, so the transmitter function is given by $c_k = g(p_1, \ldots, p_k, s_1, \ldots, s_{k-2d_c-1})$.

When the receiver is able to determine a source packet, it forwards it to a playback buffer. The playback buffer can only playback one packet per time unit, all later packets are buffered. Due to the real-time nature of the transmission, the receiver is required to reproduce packets at the output in sequential order—if packet $p_k$ is not received, all later packets $p_j, j > k$, must wait. For analysis, we assume an infinite buffer. In practice, users would stop waiting for a packet that is delayed excessively. This is addressed in Section VI-B.

For such real-time streaming systems, a natural definition of the delay experienced by packet $p_k$ is

$$D_k \triangleq M_k - k,$$  

where $M_k$ denotes the time $p_k$ is played back and $k$ is the time $p_k$ is generated. $D_k$ is nondecreasing as there is no mechanism to "catch up."

Consider an example with $d_c = 3$. Packet $p_1$ is generated at time 1 and transmitted right away. Assume $s_1 = 1$ (channel open), then $p_1$ is received at time $d_c + 1 = 4$ and played back at time $M_1 = d_c + 2 = 5$, so $D_1 = M_1 - 1 = d_c + 1 = 4$. If $s_1 = 0$ (blocked), then the transmitter finds out about it at time $2d_c + 1 = 7$. If it chooses $c_k$ to be the concatenation of $p_1$ and $p_8$ (thus $N_8 = 2$), and $s_1 = 1$, then $p_1$ is received at time 11 and played back at time 12, thus $D_1 = 11$.

We would like to keep the delay low, while also keeping the number of channel uses (utilized bandwidth) small. However, there is tension between these two goals: while the transmitter still does not know if a message was blocked or not, for the sake of minimizing delay it should assume that it was blocked, thus repeat whatever information it contained until it is acknowledged. For low throughput the opposite holds: the
transmitter should assume that the message was received, thus avoid the danger of unnecessarily repeating information.

Equipped with a statistical model for the state sequence $s_k$, we can quantify this tradeoff achieved by a specific scheme using particular delay and throughput figures of merit. Specifically, we consider an independent identically-distributed (i.i.d.) sequence with $\Pr\{s_k = 1\} = \rho$ in our analysis.

The throughput metric $\text{TM}$, which reflects the inefficiencies in channel utilization, is the ratio between the expected volume of data that was admitted by the channel, and the amount of data that the source emitted, averaged over time, i.e.,

$$\text{TM} = \lim_{k \to \infty} \frac{\sum_{j=1}^{\infty} E\{s_j N_j\}}{\sum_{j=1}^{\infty} E\{s_j R_j\}} = \frac{1}{\rho}.$$  \hspace{2cm} (2)

Note that $\text{TM}$ reflects the number of received retransmissions, rather than the sent ones, thus it does not reflect the full bandwidth utilization. However, for an i.i.d. channel model, the expected number of retransmissions performed is simply $\text{TM}/\rho$, thus minimizing $\text{TM}$ indeed optimizes the usage of transmit bandwidth. Our choice of definition is such that, regardless of the channel parameter $\rho$, $1/\text{TM}$ is the excess bandwidth factor of the scheme, relative to that of a genie-assisted system that knows the entire state sequence $s_k$ in advance (see Section III-A).

We define the delay metric $\text{DM}$ as the delay in excess of the best delay $D_k^{\text{min}}$ achievable when the channel realization is known in advance (which is a fundamental limit of the channel), i.e.,

$$\text{DM}_k = \lim_{k \to \infty} D_k - D_k^{\text{min}}.$$ \hspace{2cm} (3)

### III. SIMPLE RETRANSMISSION PROTOCOLS

This section analyzes three relatively simple retransmission (pure repetition) protocols. In such protocols, the transmitted packet $c_k$ is the concatenation of the source packet $p_k$ with $N_k - 1$ previously transmitted source packets. With such protocols, the throughput metric $\text{TM}$ is the expected number of times that each source packet is received.

#### A. Ideal Genie-Assisted System Performance

As a performance bound on delay and throughput, we first examine a genie-assisted system in which the channel state is revealed in advance to the transmitter.\footnote{Note that after the transmitter is sure that the receiver has decoded all the information, transmission stops and from that moment on $R_j = N_j = 0$, so that the sum in the numerator of (2) is typically finite.} We later use the same framework to derive an achievable delay-throughput tradeoff in the presence of feedback delay.

Given channel knowledge, the optimal strategy (even without the restriction to simple repetition protocols) is to transmit each source packet $p_k$ exactly once at the first instant $t \geq k$ the channel is open. This achieves the minimum delay possible, so $\text{DM} = 0$. Each packet is received exactly once, so $\text{TM} = 1$. No scheme can achieve lower values for these metrics.

Fig. 2 gives an example. Packet $p_1$ is sent and played back immediately. Packet $p_2$ is not sent at times 2 and 3 due to channel blockages. However, $p_2$, $p_3$, and $p_4$ are successfully transmitted together at time 4. Packet $p_2$ is played back immediately, but $p_3$ and $p_4$ are buffered.

Examining the delay experienced by each packet, note that $D_k$ depends on the longest burst of zeros experienced so far. Each time the longest burst of zeros lengths, playback is interrupted and the delay for all subsequent packets is increased, such as at times 6 and 7, and again at time 12. These interruptions will generally happen with decreasing frequency. This is because, as we show next, the longest stretch of blockage, as well as the delay experienced by the genie-assisted scheme, grows like $O(\log(k))$.

Denoting by $B_k$ the longest stretch of continuous blockage that starts at a time up to $k$, we have

$$D_k^{\text{min}} = d_c + 1 + B_k.$$
In the example of Fig. 2, $B_k = 3$ for $6 \leq k \leq 12$. Defining
\[ \hat{P}_{B_k}(b) \triangleq \Pr\{B_k \geq b\}, \quad (4) \]
we have
\[ E[D^\text{min}_k] = \sum_{t=1}^{\infty} \Pr\{D^\text{min}_k \geq t\} = d_c + 1 + \sum_{b=1}^{\infty} \hat{P}_{B_k}(b), \quad (5) \]
where the sum is due to computing expected values from cumulative density functions for nonnegative integer random variables. We now develop an upper bound on this sum for the i.i.d. channel model, which is tight in the logarithmic sense.

**Proposition 1:** For an i.i.d. blockage channel sequence with $\Pr\{s_k = 1\} = \rho$, we have $\hat{P}_{B_k}(b) \leq \min(1, (1 - \rho)^b)$.

**Proof:** The first term in the minimization, 1, is trivial. For the second term, in order to have $b$ consecutive zeros, the channel sequence must take the form
\[ \ast \cdots \ast 0 \ast \cdots \ast \ast, \quad \text{for } i = 0, 1, \cdots, k - 1. \]
For each $i$, the probability of having a particular pattern of this form is $(1 - \rho)^b$. The probability of the union of $i = 0, 1, \cdots, k - 1$ is at most $(1 - \rho)^b$.

Although this method double counts some channel patterns with multiple bursts of zeros, together with the upper bound (5) is obtained by breaking the summation to two parts, the first term in the minimization, $1$, provides an upper bound sufficient for our analysis. It shows that $\hat{P}_{B_k}(b)$ decays exponentially in $b$ for a fixed $k$.

Using Proposition 1 in (5), we obtain the upper bound
\[ E[D^\text{min}_k] \leq d_c + 1 + \sum_{b=1}^{\infty} \min(1, (1 - \rho)^b) k \quad (6) \]
\[ \leq d_c + 1 + \log_{1/(1-\rho)} k + \frac{1 - \rho}{\rho}. \quad (7) \]
Eq. (7) is obtained by breaking the summation to two parts, the portion corresponding to $b \leq \log_{1/(1-\rho)} k$ in which the summand is 1, and the remaining values of $b$ for which the summand decays as $(1 - \rho)$. To improve the bound, care is taken in handling the fractional part of $\log_{1/(1-\rho)} k$. It is easy to check that (7) holds with equality when $\log_{1/(1-\rho)} k$ is integer.

The bound (7) is tight up to a constant with respect to $k$.

Specifically, first using numerical evaluation, and then using the inequality in (7), we obtain
\[ E[D^\text{min}_k] \geq d_c + 1 + \log_{1/(1-\rho)} k + \frac{1 - \rho}{\rho} - \Delta(\rho) \quad (8) \]
\[ \geq d_c + 1 + \sum_{b=1}^{\infty} \min(1, (1 - \rho)^b) k - \Delta(\rho), \quad (9) \]
where the constant $\Delta(\rho)$ represents the slack in the bound. It generally decreases with $\rho$, and has the values shown in Table I.

As we will see, the logarithmic behavior in $d_k$ holds not only in this genie-assisted case, but in our general case of interest involving delayed feedback of state information.

### B. Optimizing Throughput

In a traditional ARQ protocol, after the transmitter sends a packet, it waits for a full RTT, and only retransmits the packet when it is certain that the previous transmission was lost, so no packet can be received twice. Such a scheme achieves the minimal TM of 1, but suffers a large delay due to the long wait time between the retransmissions.

We consider an ideal selective-repeat ARQ scheme with unlimited transmit and receive window size. A packet $p_k$ that is blocked $b$ times, i.e., at times $k$, $k+\text{RTT}$, $\cdots$, $k+(b-1)\cdot \text{RTT}$, suffers a delay of at least $d_c + 1 + b$ RTT instead of $d_c + 1 + b$ as in the genie-assisted case. The factor of RTT leads to $E[D_k]$ growing as $\text{RTT} \cdot \log_{1/(1-\rho)} k$, [cf. (7)], whence $\text{DM} = \infty$.

### C. Optimizing Delay: Send-Until-ACK (SUA)

As an alternative to ARQ, the send-until-ACK (SUA) protocol minimizes delay without regard to the cost in throughput by repeatedly transmitting all packets generated so far at every time unit until each such packet is acknowledged. SUA achieves the lowest possible delay, as each source packet $p_k$ is successfully transmitted at the first instant channel opens up on or after time $k$, which is the same as in the genie-assisted case, so $\text{DM} = 0$. However, SUA is very wasteful of bandwidth. The average number of times each packet is received is $\text{TM} = 1 + 2d_c \rho$. There are always $2d_c$ additional transmissions after the first successful one due to the feedback delay; among those, on average $2d_c \rho$ are received.

### IV. Efficient Tradeoffs: Multi-Burst Transmission (MBT)

We now propose a multi-burst transmission (MBT) protocol as a balance between the extremes of ARQ and SUA. It differs from ARQ as follows. First, instead of transmitting a packet only once and waiting a full RTT, a packet is repeatedly transmitted one or more times in a burst of consecutive time units. After each burst, the transmitter waits a full RTT to see whether any of the transmissions made it through. Each burst should be no longer than a full RTT. If not successful, additional bursts are attempted, up to a total of $N_{TB}$, where $N_{TB}$ is a design parameter. If all the bursts fail, the transmitter goes into SUA mode, i.e., repeatedly transmitting that packet until it is acknowledged. The motivation is to prevent overly long delays. Since the overall delay is determined by the fate of the most unfortunate packet, once a packet suffers repeated blockages, extra resources are spent to expedite its delivery. This incurs minimal degradation in TM, however, since relatively few packets enter SUA mode.

Each MBT scheme is fully characterized by the vector of burst lengths $\mathbf{v} = [v_1, v_2, \cdots, v_{N_{TB}}]$. For example, $\mathbf{v} = [2, 4]$ and $\vspace{2mm}$

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.5</th>
<th>0.7</th>
<th>0.5</th>
<th>0.96</th>
<th>0.746</th>
<th>0.534</th>
<th>0.425</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta(\rho)$</td>
<td>25.88</td>
<td>9.126</td>
<td>4.591</td>
<td>2.664</td>
<td>1.668</td>
<td>1.095</td>
<td>0.746</td>
<td>0.534</td>
<td>0.425</td>
</tr>
</tbody>
</table>
are lost, then $p_k$ is transmitted continuously starting at time $k + 46$ until an ACK is received. This retransmission schedule is carried out for all packets independently and simultaneously. For example, at time $26$, $p_1, p_2, p_3, p_4, p_5, p_6$ may all be (re)transmitted.

To evaluate the delay, see that in the above example, after the first transmission is lost, it delays the reception of $p_k$ by $1$. After the second transmission is lost, however, it incurs a delay of a full RTT, i.e., $21$. We define $w_b$ as the time between the $b$th and $(b + 1)$st transmission. In the above example, with $w$ denoting the vector of such inter-transmission times, we have $w = [1, 21, 1, 1, 1, 21, 1, 1, \ldots]$. (For SUA, $w_b \equiv 1$; for ARQ, $w_b \equiv$ RTT.) Using techniques similar to those used to obtain (6), the average delay can be bounded by

$$E[D_k] \leq d_c + 1 + \sum_{b=1}^{\infty} \min(1, (1 - \rho)^b k) \cdot w_b,$$

where $\min(1, (1 - \rho)^b k)$ is the union bound on the probability that any one of the $k$ packets has all of its first $b$ transmissions blocked. Subtracting (9) from (10), we have

$$DM_k \leq \sum_{b=1}^{\infty} \min(1, (1 - \rho)^b k) \cdot (w_b - 1) + \Delta(\rho).$$

Similar to the genie-aided case, numerical evidence suggests that the inaccuracy in the union bound approximation is small and (11) is close to holding with equality. This provides an important intuition: DM is approximately the total amount of non-transmission times.

For MBT, only $N_{TB}$ elements of $w$ are larger than 1, and they all equal RTT = $2d_c + 1$. Therefore, we have

$$DM \approx 2d_c N_{TB}. \tag{12}$$

We now turn to the problem of designing the burst length vector $v$ to minimize TM given a target DM. From the analysis above, given a target DM, a total of $N_{TB} \approx DM/(2d_c)$ bursts are required. We optimize the $N_{TB}$ elements of $v$ by induction. To this end, we define $\tau(v)$ to be the TM associated with an MBT scheme with burst length vector $v$. It can be shown that

$$\tau(v) = \rho v_1 + (1 - \rho)^{v_1} \cdot \tau(v_{2}^{\text{end}}), \tag{13}$$

where $v_1$ is the first burst length, and $v_{2}^{\text{end}}$ denotes the vector of remaining entries in $v$. The intuition is that the first burst of $v_1$ transmissions always happen; among those, $\rho v_1$ many will be received on average. The probability of all $v_1$ transmissions being blocked is $(1 - \rho)^{v_1}$; conditioned on this, $\tau(v_{2}^{\text{end}})$ transmissions are expected to be received. This induction takes advantage of the full RTT wait time between bursts, so after a burst completely fails, there is a “clean restart.” The initial condition of the induction is $\tau(\varnothing) = 1 + 2d_c \rho$, corresponding to doing SUA alone. The elements of $v$ can be optimized one at a time starting from $v_N$ working backwards:

$$v_n = \arg \min_{v_n} \tau(v_n^{\text{end}})$$

$$= \arg \min_{v_n} \rho v_n + (1 - \rho)^{v_n} \cdot \tau(v_{n+1}^{\text{end}})$$

$$= \lfloor \log_{1/(1 - \rho)} (v_{n+1}^{\text{end}}) \rfloor + 1. \tag{14}$$

In the case of $d_c = 10$ and $0.44 \leq \rho \leq 0.56$, the optimal burst lengths are $v_{N_{TB}} = 4, v_{N_{TB} - 1} = 2$, and $v_{N_{TB} - 2} = \ldots = v_1 = 1$. This solution suggests that when the allowable DM is sufficiently large, we should first do ARQ. After $N_{TB} - 2$ transmissions, we get close to the allowable delay, so we should then do a longer burst of 2 and then an even longer burst of 4. Should all those fail, we send continuously until ACK is received. When channel blockage is less frequent, i.e., larger $\rho$, the optimal MBT burst lengths are shorter, i.e., more “ARQ-like.” For example, when $0.62 \leq \rho \leq 0.75$, the optimal burst lengths are $v_{N_{TB}} = 3$, and $v_b = 1$ for $b < N_{TB}$.

From (12) we see that it is straightforward to achieve DM values that are integer multiples of $2d_c$. To achieve intermediate DM values, we shrink the wait time between the last burst and the SUA region by $\alpha$ time units, $0 < \alpha \leq$ RTT, down to RTT$-\alpha$. All earlier wait times between bursts are still fixed at RTT. With this generalization, DM $\approx 2d_c N_{TB} - \alpha$, capable of taking any non-negative integer value. For TM, the induction in (13) remains the same except at the end where there is only one burst left. Let $\tau(v_{N_{TB}}; \alpha)$ be the TM associated with doing a single burst of length $v_{N_{TB}}$, wait for RTT$-\alpha$, and then doing SUA. It can be shown that

$$\tau(v_{N_{TB}}; \alpha) = \rho v_{N_{TB}} + (1 - \rho)^{v_{N_{TB}} - \alpha} + (1 - \rho)^{N_{TB} - 2d_c - \alpha} \rho. \tag{15}$$

Eq. (15) suggests that the optimal $v_{N_{TB}}$ should be at least $\alpha$ so that the third term is minimized without affecting the first two terms. With $v_{N_{TB}} \geq \alpha$, 

$$\tau(v_{N_{TB}}; \alpha) = \rho v_{N_{TB}} + (1 - \rho)^{v_{N_{TB}} - \alpha} - (1 - \rho)^{2d_c} \rho. \tag{16}$$

Similar to (14), the optimal $v_{N_{TB}}$ can be computed using $\lfloor \log_{1/(1 - \rho)} (1 - \rho)^{v_{N_{TB}} - \alpha} + 2d_c \rho \rfloor + 1$. After computing the resulting minimal $\tau(v_{N_{TB}}; \alpha)$ and using it in place of $\tau(v_{N_{TB}})$, $v_{N_{TB}-1}, \ldots, v_1$ may be obtained via the induction using (14).

The delay-throughput performance of the optimized MBT protocol is shown by the lower curve in Fig. 3. It shows a steep initial decline in TM: allowing a little excess delay (small DM) leads to dramatic bandwidth savings. But additional delays provide diminishing returns. The upper curve in Fig. 3 corresponds to the (DM,TM) pairs achievable using a truncated ARQ scheme that simply switches from ARQ to SUA after a prescribed time, which is essentially a special case of the MBT scheme with all burst lengths equal to 1. Earlier switching leads to lower DM and higher TM. The gap between the two curves shows that there is a significant benefit to doing bursts rather than doing single retransmissions. The genie-assisted and SUA cases are also shown for comparison.

A fundamental property of the MBT protocol is that when a packet delivery gets close to its “deadline”, more resources are
Fig. 3. The delay-throughput tradeoff for optimized MBT and truncated ARQ, compared to the genie-assisted bound and to the SUA scheme. ARQ performance is not shown, since it yields $DM = \infty$. The channel is i.i.d. with $\rho = 0.5$ and $d_e = 10$.

spent to improve the chance of packet delivery, in particular, channel bandwidth resources. This approach could have more general application. In other systems, it is possible that other resources or mechanisms could be used to improve the chance of packet delivery, such as increasing power, reducing rate, etc.

A. Robustness of the MBT Solution

The optimization of the MBT burst-length vector $v$ presented above requires the knowledge of the channel parameters $\rho$ and $d_e$. In certain situations, these parameters may not be known exactly. Therefore, it is desirable to identify solutions that would achieve near-optimal performance for a wide range of channel parameter values.

We first show that simply knowing whether the channel is lightly, moderately, or severely blocked would allow us to choose a burst-length vector that is near-optimal for that operating environment. Fig. 4(a) shows the TM achieved as a function of $\rho$ for three 2-burst MBT schemes when $d_e = 10$. All 2-burst MBT schemes achieve about the same DM of $4d_e$, so the lower the TM the better. The black dashed curve at the bottom is the lowest TM achievable when $v$ is optimized for each $\rho$ assuming it is known exactly. The three burst-length choices, $v = [1, 2]$ (blue +), $v = [2, 4]$ (green o), and $v = [4, 8]$ (red ×), are optimal for $\rho = 0.8, 0.5$, and 0.2, respectively, representing lightly, moderately, and severely blocked conditions. Fig. 4(a) shows that each of the solutions is near-optimal over the broader (colored) range of $\rho$ values for which it is intended. The worst case gap to the optimal TM is only 0.13.

Alternatively, if the operator expects $\rho$ to be within a particular range, $v$ may be optimized in a minimax sense, guaranteeing a worst-case performance. For example, if $\rho$ is between 0.5 and 0.8, $v = [1, 4]$ yields a sub-optimality in TM of no more than 0.19 in this range.

If a single solution were desired for all $\rho$ from 0 to 1, for the case of $d_e = 10$, $v = [2, 7]$ achieves $TM \leq 2$ for all $\rho$, with $TM = 2$ at $\rho = 1$. While this solution has a wide range of applicability, it is highly suboptimal when $\rho$ is close to 1. It is possible that when no prior information on $\rho$ is available, a system may start operating with such a solution and then dynamically switch to a better choice of $v$ based on the measured erasure probability.

The optimal $v$ generally depends on the channel delay $d_e$. Fig. 4(b) shows the performance of the three solutions when the channel delay varies up and down by a factor of 2. When the channel delay is smaller, low TM can be achieved, as the $\tau(2) = 1 + 2d_e\rho$ term associated with the SUA region is smaller. When $d_e = 5$, the three solutions still work rather well, achieving a maximum gap to the optimal TM of 0.07; although a slightly smaller gap of 0.05 is possible with shorter bursts of $v = [1, 2]$, [2, 3], and [3, 5]. When $d_e = 20$, the maximum gap increased to nearly 0.5 around $\rho = 0.1$. A much smaller gap of 0.33 is achievable with longer bursts of $v = [1, 3]$, [2, 5], and [5, 10]. So the lesson is that the solutions are more robust to decreases in $d_e$ than increases in $d_e$, so when optimizing $v$, we should error on assuming a $d_e$ that is on the large side.

When there is uncertainty in both $\rho$ and $d_e$, $v$ may be optimized in a minimax sense with respect to both variables.

B. Optimality of the MBT Solution

Besides the multi-burst transmission scheme, there are many other ways of scheduling retransmissions. For example, one may choose to retransmit every three time units for 10 times and then switch to SUA. In this section, we show that the MBT solution is near-optimal in terms of delay-throughput tradeoff in the class of all retransmission schemes with a fixed schedule, i.e., the same retransmission schedule is used for all packets.

Every retransmission scheme with a fixed retransmission schedule is characterized by a retransmission time vector $x = [x_1, x_2, x_3, \ldots, x_N]$, with $N_e$ non-negative strictly-increasing integer entries. Each packet $p_k$ is first transmitted at time $k + x_1$, then retransmitted at times $k + x_2, k + x_3, \ldots, k + x_{N_e} - 1$, and finally enters the SUA mode starting at time $k + x_N$. Retransmission stops when the acknowledgment is received. For the MBT example with $v = [2, 4]$ and $d_e = 10$, we have $x = [0, 1, 22, 23, 24, 25, 46]$.

To lower bound the TM achieved by any schedule, we consider a hypothetical batch-feedback model. We divide all transmissions into consecutive batches, each being $RTT = 2d_e + 1$ long, until the SUA region. For packet $p_k$, the $n$-th
batch is all its transmissions from time \( k + (n - 1) \cdot \text{RTT} \) to time \( k + n \cdot \text{RTT} - 1 \), for \( n \leq \lfloor x_{N_k}/\text{RTT} \rfloor \). Let \( u_n \) denote the size of the \( n \)-th batch and let \( u \) denote the batch length vector \( u = [u_1, u_2, u_3, \ldots, u_{N_u}] \) with length \( N_u = \lfloor x_{N_k}/\text{RTT} \rfloor \). In the above example, \( u = [2, 4, 17] \).

In the batch-feedback model, the feedback corresponding to all \( u_n \) transmission in the \( n \)-th batch become available at the transmitter at the end of the \( n \)-th RTT, \( k + n \cdot \text{RTT} - 1 \). If any of the \( u_n \) transmissions is successful, the \((n+1)\)-th batch does not need to take place; if all \( u_n \) transmissions are blocked, the entire \((n+1)\)-th batch must be transmitted. Since the batch-feedback model advances some of the feedback, allowing retransmissions to terminate earlier, it provides a lower bound to the throughput metric.

The TM achieved with batch-feedback can be evaluated in a manner similar to that used to obtain (13). Let \( \gamma(u) \) be the TM associated with \( u \) using the batch-feedback model, we have

\[
\gamma(u) = \rho u_1 + (1 - \rho) u_1 \cdot \gamma(u_{2 \text{nd}}),
\]

with \( \gamma(\emptyset) = 1 + 2 d_c \rho \) corresponding to the SUA region after the last batch.

The DM achieved can be approximated using the conclusion from (11), i.e., DM is approximately the total amount of non-transmission times, we have,

\[
\text{DM} \approx \sum_{n=1}^{N_u} \text{RTT} - u_n = N_u \text{RTT} - \sum u.
\]

Note that with the batch-feedback model, for both TM and DM, the exact locations of the \( u_n \) transmissions in the \( n \)-th batch do not matter, only the number of transmissions matters.

To obtain the lower bound on the TM achievable at a particular DM by any retransmission scheme with a fixed schedule, we need to minimize \( \gamma(u) \) subject to \( N_u \text{RTT} - \sum u = \text{DM} \).

The minimization is over \( N_u \), the number of elements in \( u \), and all elements of \( u \), each being an integer between 0 and RTT, inclusive.

This search space can be reduced. First of all, the optimal \( u \) should not have any zero elements. Removal of any zero element in \( u \) reduces DM by RTT while TM remains the same. Consequently, each element of an optimal \( u \) must be at least 1, and \( N_u \leq \text{DM} \).

To further limit the search space, we note that to reduce TM the elements of an optimal \( u \) must be nondecreasing, i.e., the batches should not shrink. More specifically, if there are two neighboring elements where \( u_i > u_{i+1} > 0 \), then swapping them strictly reduces TM while maintaining DM. This can be shown by combining two levels of the induction in (17) and then showing \((1 - (1 - \rho)^n)/u \) decreases for \( u > 0 \).

We perform the minimization of \( \gamma(u) \) via exhaustive search for each value of DM. In Fig. 5(a), the resulting inner-bound in delay-throughput tradeoff (red +) is compared with the tradeoff achieved by the MBT scheme (green o), for the case of \( \rho = 0.5 \) and \( d_c = 10 \). As the figure shows, the MBT scheme is at least near-optimal for the given channel parameters. \(^5\)

\(^5\)In this example, we observed that the optimal MBT solution \( v \) often matches the optimal batch-feedback solution \( u \); it appears that for most values of DM, the MBT solution is indeed optimal, the gap is due to the batch-feedback model being overly-optimistic in computing TM.

For other channel parameter values, the gap between the MBT scheme and the batch-feedback inner bound increases with decreasing \( \rho \) and decreasing \( d_c \). When the channel blockage is more severe, longer bursts are needed to improve the probability of a successful burst. When the burst length becomes comparable to the round trip time, the batch-feedback model deviates substantially from the true model.

\[ \text{Fig. 5.} \] The delay-throughput tradeoff achieved by the MBT scheme compared to the batch-feedback inner bound achievable by any retransmission scheme with a fixed schedule. The channel is i.i.d. with \( \rho = 0.5 \) and \( d_c = 10 \).

V. CODED PROTOCOLS

In this section we suggest simple coded enhancements to the preceding retransmission protocols. The schemes we consider utilize the idea of encoding by computing random linear combinations of packets (similar to what is done in at least some implementations of network coding; see, e.g., [14]). In particular, at its simplest, any basic repetition protocol (see sections III and IV) can be augmented with coding, as follows.

At each time where the scheme calls for transmission of packet \( p_k \), it is replaced by a linear combination \( y_k \) of all packets \( p_j, j \leq k \) (which has size \( R \), same as \( p_k \)). Assume that we draw the combination coefficients in an i.i.d. manner for each transmission (thus also independent between replacements of the same \( p_k \)). We take the coefficient alphabet to be large with respect to the number of participating packets. This number, in turn, does not have to be as large as the stream duration \( k \); packets that the transmitter knows that were already decoded may be excluded without affecting performance, thus the number of packets that should be considered grows at most as \( D_k \), which we know that can be made to grow logarithmically. Under these assumptions, a packet \( k \) can be decoded as soon as for some \( k' \geq k \), \( k' \) independent linear combinations that are function of packets up to \( k' \) arrive. The random combinations can be replaced by a structured code, see [11].

The performance of any such coded scheme is always at least as good as that of its base retransmission protocol, since by our definition of delay a packet must wait for all previous packets, thus the linear combination can always be undone. The gain provided by coding is that if \( p_k \) has been decoded

\[ \text{[For the case of} \rho = 0.2, d_c = 5 \],\text{ target DM = 15, the MBT solution,} \]

\[ \text{burst 4 - wait 10 - burst 7 - wait 5 - SUA, achieves TM = 1.796; an alternative} \]

\[ \text{solution, burst 4 - wait 9 - burst 7 - wait 6 - SUA, achieves TM = 1.768.} \]
already, $y_k$ may be used to contribute towards decoding one of the earlier packets.

While the analysis of this coding gain is difficult, the gains can be quantified by simulation. To that end, we compare a particular scheme and its coded version under an i.i.d. channel with $\rho = 0.5$ and $d_c = 10$. We choose the two-burst MBT protocol described in Section IV with $\nu = [2,4]$. For each scenario, simulations were performed using $k$ up to $10^5$ packets and 500 Monte Carlo trials to obtain suitable statistical averaging. For each run, $D_k$ was recorded. Using the same channel sequence, the genie-assisted delay $D_k^{\text{min}}$ was also evaluated. The difference, $D_k - D_k^{\text{min}}$, was then computed. Averaging over all runs leads to an estimate of $E[D_k]$, $E[D_k^{\text{min}}]$, and $DM_k$. TM is obtained by counting packets received.

Fig. 6(a) shows $E[D_k]$ and $DM_k$. The dotted line at the bottom is the delay $E[D_k^{\text{min}}]$ achieved by the genie-assisted system. The dashed curves represent $E[D_k]$ achieved by the uncoded and coded schemes. They both have the same limiting slope as the dotted curve. The solid curves are delay metrics, which are the differences between $E[D_k]$ and $E[D_k^{\text{min}}]$. They both become flat and reach a final value (as $k \to \infty$). The red ($\times$) curves are noticeably lower than the blue (+) ones, indicating the advantage of coding at all values of $k$.

Fig. 6(a) also shows how delay behaves at finite $k$. Though both $E[D_k]$ and $E[D_k^{\text{min}}]$ grow to infinity as $k \to \infty$, their finite difference, $DM_k$, is significant for finite $k$ values of interest. For example, when 1TU = 20ms, $k = 10^5$ corresponds to 33 minutes. At this point, $E[D_k^{\text{min}}]$ is 0.54 sec (best possible), and $E[D_k]$ achieved by the uncoded and coded two-burst MBT is 1.36 sec and 1.21 sec, respectively. The differences are noticeable to end users.

Fig. 6(b) plots $TM_k$ as a function of $k$ together with the one standard deviation spread (dotted curves). It shows TM is indeed constant in $k$ in the uncoded case (top curve). With coding, for large $k$, TM improves significantly, from 1.67 to 1.45, about 33% closer to the minimum TM of 1. When $k$ is smaller, there is less gain. When $k = 1$, there is no coding gain, as there is no coding to perform.

Table II shows the DM and TM achieved by a range of MBT retransmission protocols and their coded counterparts. The worst-case one-standard deviation of the DM and TM values are 0.13 and 0.0005, respectively. The simulation values are evaluated at $k = 10^5$ as an approximation to $k \to \infty$. The simulation results for the uncoded retransmission schemes closely match the analytical values. In particular, TM matches to three decimal places; the DM simulation values are within a factor of $\Delta(0.5) = 1.67$ above the analytical values.

Comparing the coded schemes to their uncoded counterparts, coding improves both DM and TM. Also, there is a greater improvement for schemes with fewer bursts (smaller DM). This is because when $N_{TB}$ is large, MBT generally starts with an ARQ phase of single transmissions. Since the form of coding we consider does not help with ARQ, typically MBT schemes do not benefit from coding when DM is large.

VI. PRACTICAL CONSIDERATIONS

We now consider some variations of the idealized model and metrics defined in Section II, in order to account for some issues encountered in practice. Specifically, we concentrate on cases where the instantaneous bandwidth is constrained, the delay is constrained (thus packet dropping is allowed), or both. The MBT approach has good performance under these conditions as well, as we verify empirically.

A. MBT with Limited Peak Bandwidth

As mentioned earlier, MBT consumes data bandwidth in a dynamic way, sending more retransmissions when the channel is blocked more frequently and less when the channel is better. In the baseline version of the scheme discussed so far, while we aim to reduce the average bandwidth consumption, there is no peak bandwidth constraint. However, in reality, a transmitter can only transmit a certain maximum number of packets each time unit. In this section, we first show the distribution of the number of packets being transmitted at each time unit in the baseline MBT, then we modify the protocol to work with the peak bandwidth constraint and evaluate its performance.

Fig. 7(a) shows the histogram of the number of packets sent each time unit for the baseline MBT with $\nu = [2,4]$, $d_c = 10$ and $\rho = 0.5$, using about $10^6$ samples. The mean of the empirical distribution is 3.34, in agreement with the theoretical value $TM/\rho = 1.67/0.5$, the expected number of times each packet is transmitted. Since every packet is always first transmitted twice, the minimum number of packets transmitted each time unit is at least 2. We see that 2 and 3 are common, and beyond that the histogram decays quickly. The probability for sending over 4 packets at a time is less than 1/6, and for sending over 8 - only 0.005. The low
probability at high instantaneous load motivates the following simple limited-bandwidth modification to the baseline MBT.

First, all packet transmissions are scheduled according to the baseline MBT. Suppose only $N_{\text{max}}$ packets can be transmitted each time unit. When the baseline MBT calls for more than $N_{\text{max}}$ packets to be transmitted at a certain time, only the $N_{\text{max}}$ oldest packets (with the smallest packet IDs) are transmitted. The remaining relatively newer packets are postponed to the next time unit. A packet can be postponed as many times as needed until transmission can be performed or the packet is acknowledged. When postponing a particular packet, we must postpone all the future scheduled transmissions of that packet. This ensures that the wait time between transmissions is long enough. For example, for $v = [2, 4]$, $d_c = 10$, $p_{100}$ is scheduled to be transmitted at times 100, 101, 122, 123, 124, etc.. Suppose after the initial transmission, the retransmission at 101 cannot take place, then the new future retransmission schedule for $p_{100}$ becomes 102, 123, 124, 125, etc.

In order to evaluate the performance of this modified MBT protocol for limited peak bandwidth, we perform simulation for MBT with $v = [2, 4]$, $d_c = 10$ and $\rho = 0.5$, with $N_{\text{max}} = 8$ and 4. The resulting histogram for the limit-8 case is nearly identical to the unconstrained case except without the tail beyond 8 and a slightly increased value at 8. The limit-4 histogram is shown in Fig 7(b), the probability of using the maximum load is 0.6, i.e., the bandwidth constraint is significant. In both cases, the mean of the distribution remain as in the unconstrained case, as almost all postponed transmissions are eventually performed.

Fig. 8 compares the delay performance of various scenarios. The three dashed curves correspond to scenarios with no bandwidth limit, which confirm our earlier results. In particular, the genie/SUA and MBT cases (bottom two) have slopes of approximately 1 per factor of 2 = 1/(1 - $\rho$) as shown in (7), while the ARQ case (uppermost curve) has a slope of approximately RTT as discussed in Section III-B. The two solid curves show the impact of bandwidth limit. While the limit-8 case is only slightly worse than the unconstrained case, the limit-4 delay starts to deviate around $k = 200$ and shows an empirical slope around 8. Although the degradation is significant, the delay is still much less than the ARQ case. We observed that one significant contribution to the increased delay is that when, for example, 5 packets enter the SUA stage, but only 4 can be transmitted simultaneously, so the fifth packet has to be postponed nearly a RTT.
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2 RTT and $\epsilon = 0.02$. Using (19) and (20), we obtain $S_1 = 6$ and $N_{TB} = 2$. Numerical optimization yields $v = [2, 4]$, and the resulting $TM$ is $1.5$. This truncated MBT can achieve $\mu_\alpha = 36 < 40$ and $d_e = 0.5^5 = 1.6\%$. We thus see that in this channel, which is too severe for ARQ schemes to handle, the MBT scheme is able to achieve a reasonable set of delay, packet loss rate, and average bandwidth consumption.

C. MBT with Limited Peak Bandwidth and Maximum Delay

When there are both limited peak bandwidth and maximum delay constraints, both techniques presented in the previous two sections must be implemented, i.e., transmit-older postponed-newer and truncated-MBT. The combination makes it possible that some retransmissions for packet $p_k$ may be postponed beyond $k + \mu_\alpha$ so that the receiver would not wait for it. To save bandwidth, the transmitter does not repeat $p_k$ after time $k + \mu_\alpha - d_e - 1$. As some packets may have fewer than $S_1$ chances to go through the channel, the resulting packet loss rate $\mu_\alpha$ may increase. If $\mu_\alpha$ no longer meets the requirement, the designer may choose to perform a combination of 1) increase the maximum delay $\mu_\alpha$ to allow some transmissions to be postponed a few times before declared lost, 2) increase the peak bandwidth constraint $N_{max}$ so fewer transmissions need to be postponed, or 3) increase $S_1$ (and $TM$) so each packet may be transmitted more times. Essentially, the designer’s task is to jointly minimize $\mu_\alpha$, $d_e$, $N_{max}$ and $TM$.

Continue with the example in the last section, Fig. 9 shows the expected delay and packet loss rate as functions of the message length $k$. The solid curve shows that without peak bandwidth constraint, $\mu_\alpha = 36$ and $d_e = 0.016$ are achieved as calculated in Section VI-B. Since the average bandwidth requirement is $TM/p = 1.5/0.5 = 3$, the designer may choose a peak bandwidth constraint of $N_{max} = 4$. The dotted curve shows that with $N_{max} = 4$ and $\mu_\alpha = 36$, the packet loss rate rose to $d_e = 0.028$, which is higher than the requirement of 0.02. Noticing that the $\mu_\alpha$ is still less than the required 40, the designer chooses option 1) and increases $\mu_\alpha$ to 40 to allow some packets to be postponed up to four times and get $S_1$ chances. The dashed curve shows that with $N_{max} = 4$ and $\mu_\alpha = 40$, $d_e$ is reduced to 0.018, which meets the requirement.

One may think of different strategies for the receiver to decide to drop a packet (and for the transmitter to stop retransmitting). The one presented here is one of the simplest.

VII. CONCLUDING REMARKS

We studied the problem of real-time streaming over blockage channel with long feedback delay. We showed that a practical multi-burst transmission scheme, blending ARQ and SUA, achieves an $O(\log(k))$ delay that is only an additive factor worse than a genie-assisted system. The MBT scheme achieves a particular delay-throughput tradeoff by varying its design parameters, from which we see that relaxing delay requirements even slightly can significantly reduce bandwidth requirements. We showed that the MBT solution is robust to channel parameter knowledge inaccuracy and that it is also near optimal in terms of delay-throughput tradeoff in the class of fixed-schedule retransmission schemes. The framework was also used to evaluate the benefit of coding via simulations. Coding improves both delay and throughput, especially in the low delay regime. We also show that the proposed MBT schemes may be modified to work with limited bandwidth and maximum delay constraints. While this study focused on the i.i.d. channel case, our initial results on the channel with memory case is reported in [10].
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